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Abstract

Recently, the accurate modeling of flow-structure interactions has gained more attention and importance for both petroleum and environmental engineering applications. Of particular interest is the coupling between subsurface flow and reservoir geomechanics. Different single rate and multirate iterative and explicit coupling schemes have been proposed and analyzed in the past. Extending the work of Mikelic and Wheeler [28], Banach contraction results were obtained for iterative schemes, while explicit schemes were only shown to be conditionally stable. However, all previously established results consider spatially homogeneous poroelastic media. In this work, we try to bridge this missing gap, and consider the mathematical analysis of iterative coupling schemes for spatially heterogeneous poroelastic media. We will re-establish the contractivity of the single rate and multirate iterative coupling schemes in the localized case. However, heterogeneities come at the expense of imposing more restricted assumptions for the multirate iterative coupling scheme. Our mathematical analysis will be supplemented by numerical simulations. To the best of our knowledge, this is the first rigorous mathematical analysis of the fixed-stress split iterative coupling scheme in heterogeneous poroelastic media.
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1 Introduction

Currently, the coupling between subsurface flow and reservoir geomechanics is an active area of research. In fact, a clear understanding of the fluid flow and the solid-phase mechanical response is needed for the accurate modeling of multiscale and multiphysics phenomena.
such as reservoir deformation, surface subsidence, well stability, sand production, waste deposition, pore collapse, fault activation, hydraulic fracturing, CO₂ sequestration, and hydrocarbon recovery [26], [27]. Traditionally, the main purpose of performing reservoir simulation was to obtain accurate results for reservoir flow, simplifying the influence of porous media deformations by a constant rock compressibility factor. In fact, such an influence affects pore pressure which, in turn, affects the accuracy of reservoir flow models [27]. By oversimplifying the rock compressibility coefficient with a constant rock compressibility term, the solid phase stress and strain can never be accounted for. This poses several concerns on the accuracy of flow models in stress-sensitive and naturally fractured reservoirs [27]. Therefore, it is only through the accurate coupling between subsurface flow and reservoir geomechanics that accurate and trusted results can be deduced from flow models in such types of reservoirs.

The coupled flow and geomechanics problem has been heavily investigated in the past. The seed of this work can be tracked down to the work of Terzaghi [33] and Biot [10,11]. Terzaghi was the first to propose an explanation of the soil consolidation process. He analyzed the settlement of a column of soil under a constant load which is prevented from lateral expansion. The success of Terzaghi’s theory in predicting the settlement of different types of soils led to the creation of the science of soil mechanics [11]. More details about Terzaghi’s theory of consolidation can be found in [33]. Terzaghi’s one dimensional work was then extended by Biot to the three-dimensional case [11]. In subsequent work, Biot presented a more rigorous generalized theory of consolidation and continued to develop the theory of elasticity and consolidation for isotropic and anisotropic porous media, including the theory of deformation of porous viscoelastic anisotropic solids [9,12,13]. A treatment of thermoporoelasticity and the mechanics of deformation and acoustic propagation in porous media can be found in [14,15]. Several studies and interpretations based on Biot’s consolidation theory can be found in [25,29]. To name just few, Geertsma [25] utilized Biot theory to present a unified treatment of rock mechanics problems in the field of petroleum production engineering. Rice and Cleary [29] considered applications of the Biot linearized quasi-static elasticity theory of fluid-saturated porous media. Coussy [19] presented the general theory of thermoporoelastoplasticity for saturated materials. A comprehensive treatment of the theory of mechanics of porous continua and poromechanics can be found in [20,21] by Coussy. Other nonlinear extensions of the theory of poroelasticity can be found in [17,18,22,24,30,32].

There are three major approaches of coupling fluid flow with reservoir mechanics, known as the fully implicit, the explicit, and the iterative coupling schemes. The fully implicit scheme solves the two problems simultaneously and a preconditioning technique can be employed to decouple the two problems at the linear solver level [16,23]. In contrast, the explicit coupling scheme decouples the two problems, and solves them in a sequential manner [1,5]. The iterative coupling scheme lies in between these two approaches, decouples the two problems, and imposes an iteration between the two until convergence is obtained [2–4,6–8]. It should be noted here that two main iterative coupling schemes, the fixed stress split and the undrained split schemes, were shown to be Banach contractive even for different time scales for the two coupled problems [1]. In contrast, explicit coupling schemes were only shown to be conditionally stable [1,5]. However, the analysis for both schemes assumes homogeneous
flow and mechanics parameters for the whole domain of consideration. Although this is a nice theoretical assumption, it is not realistically true. In this paper, we try to bridge this gap, and consider the analysis of iterative coupling schemes in spatially heterogeneous poro-elastic media.

Extending the work of [3] to include heterogeneities in the poroelastic parameters, we will establish fixed point Banach contraction for both the single rate and multirate fixed stress iterative coupling schemes in heterogeneous poroelastic media. Figures 1.1a and 1.1b show the difference between the single rate and multirate coupling schemes. In the single rate case, the flow and mechanics problems share the same time step, while in the multirate scheme the flow takes multiple finer time steps within one coarse mechanics time step. It should be noted here that for the multirate scheme, heterogeneities in the poroelastic parameters come at the expense of imposing an upper bound on the number of flow fine time steps solved within one coarse mechanics time step. In addition, our localized proof outlines a general strategy that is very likely to be useful for obtaining similar localized estimates for other iterative and explicit coupling schemes.

The paper is structured as follows. Model equations and associated discretizations are presented in Section 2. Sections 3 and 4 present the formulations and analyses for the localized single rate and multirate iterative coupling schemes respectively. Section 4 compares multirate Banach contraction results established for homogeneous versus heterogeneous poroelastic media. Numerical results for a realistic reservoir model, with a heterogeneous permeability distribution, are shown in Section 6. Conclusions and outlook are discussed in Section 7.

1.1 Preliminaries

Let \( \Omega \) be an open, connected, and bounded domain of \( \mathbb{R}^d \), where the dimension \( d = 2 \) or 3, with a Lipschitz continuous boundary \( \partial \Omega \). For the pressure unknown, we assume that the boundary is decomposed into Dirichlet boundary \( \Gamma_D \), and Neumann boundary \( \Gamma_N \), associated with Dirichlet and Neumann boundary conditions respectively, such that \( \Gamma_D \cup \Gamma_N = \partial \Omega \). In addition, Let \( \mathcal{D}(\Omega) \) be the space of all functions that are infinitely differentiable and with compact support in \( \Omega \), and let \( \mathcal{D}'(\Omega) \) be its dual space, i.e. the space of distributions in \( \Omega \). As usual, we denote by \( H^1(\Omega) \) the classical Sobolev space

\[
H^1(\Omega) = \{ v \in L^2(\Omega) ; \nabla v \in L^2(\Omega)^d \},
\]

equipped with the semi-norm and norm:

\[
|v|_{H^1(\Omega)} = \| \nabla v \|_{L^2(\Omega)^d} , \quad \| v \|_{H^1(\Omega)} = \left( \| v \|_{L^2(\Omega)}^2 + |v|^2_{H^1(\Omega)} \right)^{1/2}.
\]

More generally, for \( 1 \leq p < \infty \), \( W^{1,p}(\Omega) \) is the space

\[
W^{1,p}(\Omega) = \{ v \in L^p(\Omega) ; \nabla v \in L^p(\Omega)^d \},
\]
normed by

\[
|v|_{W^{1,p}(\Omega)} = \| \nabla v \|_{L^p(\Omega)^d} , \quad \| v \|_{W^{1,p}(\Omega)} = \left( \| v \|_{L^p(\Omega)}^p + |v|^p_{W^{1,p}(\Omega)} \right)^{1/p}.
\]
with the standard modification for the case when $p = \infty$. We also define:

$$H_0^1(\Omega) = \{ v \in H^1(\Omega) ; v|_{\partial \Omega} = 0 \},$$

and for the divergence operator, we shall use the spaces

$$H(\text{div}; \Omega)^d = \{ v \in L^2(\Omega)^d ; \nabla \cdot v \in L^2(\Omega) \},$$

and

$$H_0(\text{div}; \Omega)^d = \{ v \in H(\text{div}; \Omega)^d ; v|_{\partial \Omega} = 0 \},$$
equipped with the norm
\[ \|v\|_{H(\text{div},\Omega)}^d = \left( \|v\|_{L^2(\Omega)}^d + \|\nabla \cdot v\|_{L^2(\Omega)}^d \right)^{1/2}. \]

We recall the definition of the symmetric strain tensor:
\[ \varepsilon(v) = \frac{1}{2}(\nabla v + (\nabla v)^T), \]
for a vector \( v \) in \( \mathbb{R}^d \). For completeness, we list below two useful inequalities that will be used in this chapter:

- Poincaré’s inequality in \( H^1_0(\Omega) \):
  There exists a constant \( \mathcal{P}_\Omega \) depending only on \( \Omega \) such that
  \[ \forall v \in H^1_0(\Omega), \|v\|_{L^2(\Omega)} \leq \mathcal{P}_\Omega |v|_{H^1(\Omega)}. \] \( (1.1) \)

- Korn’s first inequality in \( H^1_0(\Omega)^d \):
  There exists a constant \( C_\kappa \) depending only on \( \Omega \) such that
  \[ \forall v \in H^1_0(\Omega)^d, |v|_{H^1(\Omega)^d} \leq C_\kappa \|\varepsilon(v)\|_{L^2(\Omega)^d}. \] \( (1.2) \)

2 Model Equations and Discretization

We assume a linear and elastic porous medium \( \Omega \subset \mathbb{R}^d, d = 2 \) or \( 3 \), in which the reservoir is saturated with a slightly compressible fluid. We start by describing the geomechanics model, followed by the flow model.

2.1 Geomechanics Model

Using a quasi-static (i.e. ignoring the second order time derivative for the displacement) Biot approach to obtain the displacements (see [11]), the “geomechanics” model is as follows:

\[ \sigma^{\text{por}}(u,p) = \sigma(u) - \alpha p I, \quad (2.1) \]

\[ \sigma(u) = \lambda (\nabla \cdot u) I + 2G \varepsilon(u), \quad (2.2) \]

\[ -\text{div} \sigma^{\text{por}}(u,p) = f \quad \text{in} \Omega, \quad (2.3) \]

where \( \sigma^{\text{por}} \) is the Cauchy stress tensor, \( I \) is the identity tensor, \( u \) is the solid’s displacement, \( p \) is the fluid pressure, \( \alpha > 0 \) is the dimensionless Biot coefficient, \( \sigma \) is the effective linear elastic stress tensor, \( \lambda > 0 \) and \( G > 0 \) are the Lamé constants, \( f \) is a body force, which is usually assumed to be a gravity loading term. The last equation represents the balance of linear momentum in the solid.

2.2 Single Phase Flow Model

Following a slightly different formulation compared to the one described in [26], we assume a linearized slightly compressible single-phase flow model for the fluid in the reservoir. As listed in the assumptions above, we also assume that \( K \), the absolute permeability tensor, is bounded, symmetric, and uniformly positive definite in space and constant in time (for discrete time intervals). The fluid density, \( \rho_f \) is assumed to be a linear function of pressure:
\[ \rho_f = \rho_{f,r}(1 + c_f(p - p_r)) \]

The porosity, or the fluid content of the medium, denoted by \( \varphi^* \) is related to the "mechanical" displacement and "fluid" pressure by this relation: \( \varphi^* = \varphi_0 + \alpha \nabla \cdot u + \frac{1}{M} p \), where \( \varphi_0 \) is the initial porosity, and \( M \) is the Biot constant. The fluid mass balance in the reservoir, denoted by \( \Omega \), reads: \( \frac{\partial}{\partial t}(\rho_f \varphi^*) + \nabla \cdot (\rho_f \mathbf{v}^D) = q_s \), where \( q_s \) is a mass source or sink term, and \( \mathbf{v}^D \) is the velocity of the fluid in \( \Omega \).

Substituting the definitions of \( \mathbf{v}^D \), \( \rho_f \), and \( \varphi^* \) into the mass balance equation, we get:

\[
\frac{\partial}{\partial t}\left( \rho_{f,r}(1 + c_f(p - p_r)) \left( \varphi_0 + \alpha \nabla \cdot u + \frac{1}{M} p \right) \right) + \nabla \cdot \left( \rho_{f,r}(1 + c_f(p - p_r)) \mathbf{v}^D \right) = q_s,
\]

which can be written as (after re-arranging terms):

\[
\rho_{f,r}\left( \frac{1}{M}(1 + c_f(p - p_r)) + c_f(\varphi_0 + \alpha \nabla \cdot u + \frac{1}{M} p) \right) \frac{\partial}{\partial t} p + \rho_{f,r} \alpha (1 + c_f(p - p_r)) \nabla \cdot \frac{\partial}{\partial t} u
+ \nabla \cdot \left( \rho_{f,r}(1 + c_f(p - p_r)) \mathbf{v}^D \right) = q_s.
\]

For the sake of linearization, we assume that the fluid compressibility \( c_f \) is small, in the order of \( 10^{-5} \) or \( 10^{-6} \), and the term \( c_f(p - p_r) \) is also small as well (of the same order). We make the following approximations:

\[
\frac{1}{M}(1 + c_f(p - p_r)) \approx \frac{1}{M}, \quad c_f(\varphi_0 + \alpha \nabla \cdot u + \frac{1}{M} p) \approx c_f \varphi_0,
\]

\[ \rho_{f,r}(1 + c_f(p - p_r)) \alpha \approx \rho_{f,r} \alpha, \quad \rho_{f,r}(1 + c_f(p - p_r)) \mathbf{v}^D \approx \rho_{f,r} \mathbf{v}^D, \quad \rho_{f,r}(1 + c_f(p - p_r)) g \nabla \eta \approx \rho_{f,r} g \nabla \eta. \]

With such approximations, the mass balance equation now reads:

\[
\rho_{f,r}\left( \frac{1}{M} + c_f \varphi_0 \right) \frac{\partial}{\partial t} p + \rho_{f,r} \alpha \nabla \cdot \frac{\partial}{\partial t} u + \rho_{f,r} \nabla \cdot \mathbf{v}^D = q_s
\]

which can be written as (after dividing by \( \rho_{f,r} \), and submitting the expression of \( \mathbf{v}^D \)):

\[
\frac{\partial}{\partial t}\left( \left( \frac{1}{M} + c_f \varphi_0 \right) p + \alpha \nabla \cdot u \right) - \nabla \cdot \left( \frac{1}{\mu_f} K(\nabla p - \rho_{f,r} g \nabla \eta) \right) = \bar{q}.
\]

where \( \bar{q} = \frac{q_s}{\rho_{f,r}} \). This completes the derivation of the poro-elastic equations, modeling the displacement \( u \) and pressure \( p \) in \( \Omega \).

Therefore, our quasi-static Biot model, which is quite standard in literature [11, 26], reads: Find \( u \) and \( p \) satisfying the equations below for all time \( t \in [0, T] \):

\[
- \text{div} \sigma^{\text{por}}(u, p) = f \quad \text{in} \quad \Omega,
\]

\[
\sigma^{\text{por}}(u, p) = \sigma(u) - \alpha p \mathbf{I} \quad \text{in} \quad \Omega,
\]

\[
\sigma(u) = \lambda(\nabla \cdot u)I + 2G \varepsilon(u) \quad \text{in} \quad \Omega,
\]

\[
\frac{\partial}{\partial t}\left( \left( \frac{1}{M} + c_f \varphi_0 \right) p + \alpha \nabla \cdot u \right) - \nabla \cdot \left( \frac{1}{\mu_f} K(\nabla p - \rho_{f,r} g \nabla \eta) \right) = \bar{q} \quad \text{in} \quad \Omega,
\]

Boundary Conditions: \( u = 0 \) on \( \partial \Omega \), \( K(\nabla p - \rho_{f,r} g \nabla \eta) \cdot n = 0 \) on \( \Gamma_N \), \( p = 0 \) on \( \Gamma_D \).

Initial Condition \( t = 0 \) : \( \left( \left( \frac{1}{M} + c_f \varphi_0 \right) p + \alpha \nabla \cdot u \right)(0) = \left( \frac{1}{M} + c_f \varphi_0 \right)p_0 + \alpha \nabla \cdot u_0 \).

where: \( g \) is the gravitational constant, \( \eta \) is the distance in the vertical direction (assumed to be constant in time), \( \rho_{f,r} > 0 \) is a constant reference density (relative to the reference pressure \( p_r \)), \( \varphi_0 \) is the initial porosity, \( M \) is the Biot constant, \( \bar{q} = \frac{q_s}{\rho_{f,r}} \) where \( q_s \) is a mass source or sink term taking into account injection into or out of the reservoir. We remark that the first three equations describe the mechanics whereas the fourth one is the flow equation. Note that the above system is linear and coupled.
2.3 Mixed Variational Formulation

A mixed formulation will be used for the flow equations and conformal Galerkin will be used for the mechanics equation. In the mixed method, the flux is defined as a separate unknown, and the flow equation is rewritten as a system of first order equations. This formulation is a standard one for flow equations as it is locally mass conservative and computes the flux explicitly. For time discretization, we will assume a backward-Euler scheme (for both the continuous and discrete in space formulations).

Accordingly, for the fully discrete formulation (discrete in time and space), let $\mathcal{T}_h$ denote a regular family of conforming triangular elements of the domain of interest, $\Omega$. Using the lowest order Raviart-Thomas (RT) spaces, we have the following discrete spaces ($V_h$ for discrete displacements, $Q_h$ for discrete pressures, and $Z_h$ for discrete velocities (fluxes)):

$$V_h = \{ v_h \in H^1(\Omega)^d ; \forall T \in \mathcal{T}_h, v_h|_T \in P_1^d, v_h|_{\partial \Omega} = 0 \}$$

$$Q_h = \{ p_h \in L^2(\Omega) ; \forall T \in \mathcal{T}_h, p_h|_T \in P_0 \}$$

$$Z_h = \{ q_h \in H(\text{div}; \Omega) ; \forall T \in \mathcal{T}_h, q_h|_T \in P_1^d, q_h \cdot n = 0 \text{ on } \Gamma_N \}$$

The space of displacements, $V_h$, is equipped with the norm:

$$\|v\|_{V_h} = \left( \sum_{i=1}^{d} \|v_i\|_{H^1(\Omega)}^2 \right)^{1/2}.$$

We also assume that the finer time step is given by: $\Delta t_k = t_k - t_{k-1}$. In this work, we assume uniform fine flow time steps, so for simplicity, we will drop the subscript $k$, and denote the fine time step by $\Delta t$. If we denote the total number of timesteps by $N$, then the total simulation time is given by $T = \Delta t N$, and $t_i = i \Delta t$, $0 \leq i \leq N$ denote the discrete time points.

For the fully discrete scheme, we have chosen the Raviart-Thomas spaces for the mixed finite element discretization. However, the proof extends to other choices for the mixed spaces (e.g. the Multipoint Flux Mixed Finite Element (MFMFE) spaces [34,35]).

Remark 2.1 Notation: Two indices will be used in this paper, one for the time step and the other for the coupling between the mechanics and flow. The following notations will be employed, $n$ denotes the coupling iteration index, $k$ denotes the coarser (mechanics) time step iteration index, $m$ denotes the finer (flow) time step iteration index, $\Delta t$ stands for the time step, and $q$ is the “fixed” number of local flow time steps per coarse mechanics time step. A schematic showing the relations between $k, m, q$, and $\Delta t$ can be found in figure 1.1b. In addition, for a given time step $t = t_k$, we define the difference between two coupling iterates as:

$$\delta \xi_{n+1,k} = \xi_{n+1,k} - \xi_{n,k},$$

where $\xi$ may stand for $p_h$, $z_h$, or $u_h$ (the discrete pressure, flux, and displacements variables).
2.4 Assumptions

We have the following assumptions on the model and data:

1. For mechanical modeling, the reservoir is assumed to be heterogeneous, isotropic and saturated poro-elastic medium. The reference density of the fluid \( \rho_f > 0 \) is given and positive.

2. The Lamé coefficients \( \lambda > 0 \) and \( G > 0 \), the dimensionless Biot coefficient \( \alpha \), and the pore volume \( \varphi^* \) are all positive.

3. The fluid is assumed to be slightly compressible and its density is a linear function of pressure. The viscosity \( \mu_f > 0 \) is assumed to be constant.

4. The absolute permeability tensor, \( \mathbf{K} \), is assumed to be symmetric, bounded, uniformly positive definite in space and constant in time.

5. The parameters \( \mathbf{K}, \alpha, G, M, \lambda, c_f, \mu_f \) and \( \varphi_0 \) can vary in space and time.

6. For the fully discrete formulation, we have the following additional assumptions:

   (a) The spatial domain is denoted by \( \Omega \subset \mathbb{R}^d \), \( d = 1, 2, \) or \( 3 \). Its external boundary is denoted by \( \partial \Omega \), with an outward unit normal vector \( \mathbf{n} \).

   (b) The spatial domain is discretized into \( N_\Omega \) conforming grid elements \( E_i \) such that: \( \Omega = \bigcup_{i=1}^{N_\Omega} E_i \).

   (c) Each grid element \( E_i \) has its own, independent, set of flow and mechanics parameters: \( \mathbf{K}_i, \alpha_i, G_i, M_i, \lambda_i, c_{f_i}, \mu_{f_i} \) and \( \varphi_0_i \). Moreover, we assume that the localized permeabilities \( \mathbf{K}_i \) include viscosities \( \mu_{f_i} \) (i.e. \( \mathbf{K}_i = \frac{\mathbf{K}_i}{\mu_{f_i}} \)).

   (d) The outward normal vector for each grid element \( E_i \) is denoted by \( \mathbf{n}_i \). In addition, for two adjacent grid elements \( E_i \) and \( E_{i-1} \) sharing a common boundary interface, \( \mathbf{n}_i = -\mathbf{n}_{i-1} \) across the common boundary.

3 Localized Single Rate Formulation and Analysis

3.1 Continuous in Space Global Weak Formulation

The continuous in space global weak formulation of the coupled problem reads:
Step (a): Find $p^{n+1,k} \in H^1(\Omega)$, $z^{n+1,k} \in H(\text{div}; \Omega)^d \cap \{ z^{n+1,k} \cdot n = 0 \text{ on } \partial \Omega \}$ such that:

$$
\forall \theta \in L^2(\Omega), \sum_{i=1}^{N_\Omega} \left( \left( \frac{1}{M_i} + c_f \varphi_0 + L_i \right) \left( \frac{p^{n+1,k} - p^{k-1}}{\Delta t}, \theta \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\nabla \cdot z^{n+1,k}, \theta)_{E_i} \right)
= \sum_{i=1}^{N_\Omega} \left( L_i \left( \frac{p^{n,k} - p^{k-1}}{\Delta t} \right) - \alpha_i \nabla \cdot \left( \frac{u^{n,k} - u^{k-1}}{\Delta t} \right), \theta \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\bar{q}, \theta)_{E_i}
$$

(3.1)

$$
\forall q \in H(\text{div}; \Omega)^d \cap \{ q \cdot n = 0 \text{ on } \partial \Omega \}, \sum_{i=1}^{N_\Omega} (K_i^{-1} z^{n+1,k}, q)_{E_i} = \sum_{i=1}^{N_\Omega} (p^{n+1,k}, \nabla \cdot q)_{E_i} - \sum_{i=1}^{N_\Omega} (p^{n+1,k}, q \cdot n)_{\partial E_i} + \sum_{i=1}^{N_\Omega} (\nabla (p_f + q g), q)_{E_i}
$$

(3.2)

Step (b): Given $p^{n+1,k}, z^{n+1,k}$, find $u^{n+1,k} \in H^1_0(\Omega)^d$ such that,

$$
\forall v \in H^1_0(\Omega)^d, \sum_{i=1}^{N_\Omega} 2(G_i \varepsilon(u^{n+1,k}), \varepsilon(v))_{E_i} + \sum_{i=1}^{N_\Omega} (\lambda_i \nabla \cdot u^{n+1,k}, \nabla \cdot v)_{E_i} - \sum_{i=1}^{N_\Omega} (\sigma(u^{n+1,k}) n, v)_{\partial E_i} + \sum_{i=1}^{N_\Omega} (\sigma(\bar{p}^{n+1,k}) n, v)_{\partial E_i} = \sum_{i=1}^{N_\Omega} (f, v)_{E_i}
$$

(3.3)

We note that at the continuum level, the Cauchy stress tensor, given by $\sigma^{\text{por}}(u, p) = \sigma(u) - \alpha p I$, is continuous at grid boundaries. Thus, the boundary terms in equation (3.3) can be grouped as:

$$
- \sum_{i=1}^{N_\Omega} (\sigma(u^{n+1,k}) n, v)_{\partial E_i} + \sum_{i=1}^{N_\Omega} (\alpha_i p^{n+1,k} I n, v)_{\partial E_i} = - \sum_{i=1}^{N_\Omega} (\sigma^{\text{por}}(u^{n+1,k}) n, v)_{\partial E_i} = 0
$$

due to the continuity of $\sigma^{\text{por}}$ at grid boundaries and the fact that the normal vector has a different sign in each two adjacent grid elements sharing a common boundary. For the outer boundary, we require that $v = 0$ on $\partial \Omega$.

The boundary term in the flux equation (3.2) also vanishes due to similar reasons. The pressure unknown is assumed to be continuous at the continuum level (otherwise $\nabla p$ is not defined). In addition, $q \cdot n$ is continuous across element boundaries, as $q \in H(\text{div}; \Omega)^d$. This results in cancelling all inner boundary terms in equation (3.2). For outer boundary terms, we restricted the test space such that $q \cdot n = 0$ on $\partial \Omega$. Therefore, we have:

$$
\sum_{i=1}^{N_\Omega} (p^{n+1,k}, q \cdot n)_{\partial E_i} = 0.
$$

The weak formulation now reads:
Step (a): Find \( p^{n+1,k} \in H^1(\Omega), \ z^{n+1,k} \in H(\text{div}; \Omega)^d \cap \{ z^{n+1,k} \cdot n = 0 \text{ on } \partial \Omega \} \) such that:

\[
\forall \theta \in L^2(\Omega), \ \sum_{i=1}^{N_\Omega} \left( \frac{1}{M_i} + c_f \varphi_0 i + L_i \right) \left( \frac{p^{n+1,k} - p^{k-1}}{\Delta t}, \theta \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\nabla \cdot z^{n+1,k}, \theta)_{E_i} = \sum_{i=1}^{N_\Omega} \left( L_i \left( \frac{p^n - p^{k-1}}{\Delta t} \right) - \alpha_i \nabla \cdot \left( \frac{u^n - u^{k-1}}{\Delta t} \right), \theta \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\bar{q}, \theta)_{E_i}
\]

(3.4)

\[
\forall q \in H(\text{div};\Omega)^d \cap \{ q \cdot n = 0 \text{ on } \partial \Omega \},
\]

\[
\sum_{i=1}^{N_\Omega} (K_i^{-1} z^{n+1,k}, q)_{E_i} = \sum_{i=1}^{N_\Omega} (p^{n+1,k}, \nabla \cdot q)_{E_i} + \sum_{i=1}^{N_\Omega} (\nabla (\rho_{f,r}g\eta), q)_{E_i}
\]

(3.5)

Step (b): Given \( p^{n+1,k}, z^{n+1,k} \), find \( u^{n+1,k} \in H^1(\Omega)^d \) such that,

\[
\forall v \in H^1(\Omega)^d,
\]

\[
\sum_{i=1}^{N_\Omega} 2(G_i \varepsilon(u^{n+1,k}), \varepsilon(v))_{E_i} + \sum_{i=1}^{N_\Omega} (\lambda_i \nabla \cdot u^{n+1,k}, \nabla \cdot v)_{E_i} - \sum_{i=1}^{N_\Omega} (\alpha_i p^{n+1,k}, \nabla \cdot v)_{E_i} = \sum_{i=1}^{N_\Omega} (f, v)_{E_i}
\]

(3.6)

3.2 Fully Discrete Weak formulation

Now, we mimic the spatially continuous weak formulation ((3.4), (3.5), and (3.6)) to obtain the fully discrete formulation (discrete in time and space). We recall that a mixed formulation will be used for flow, and continuous Galerkin will be used for mechanics. Moreover, we assume no flow boundary conditions for the outer flow boundary, and zero displacement boundary conditions for mechanics. The fully-discrete weak formulation now reads:

Step (a): Find \( p_h^{n+1,k} \in Q_h, \ z_h^{n+1,k} \in Z_h \) such that:

\[
\forall \theta_h \in Q_h, \ \sum_{i=1}^{N_\Omega} \left( \frac{1}{M_i} + c_f \varphi_0 i + L_i \right) \left( \frac{p_h^{n+1,k} - p_h^{k-1}}{\Delta t}, \theta_h \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\nabla \cdot z_h^{n+1,k}, \theta_h)_{E_i} = \sum_{i=1}^{N_\Omega} \left( L_i \left( \frac{p_h^n - p_h^{k-1}}{\Delta t} \right) - \alpha_i \nabla \cdot \left( \frac{u_h^n - u_h^{k-1}}{\Delta t} \right), \theta_h \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\bar{q}, \theta_h)_{E_i}
\]

(3.7)

\[
\forall q_h \in Z_h, \ \sum_{i=1}^{N_\Omega} (K_i^{-1} z_h^{n+1,k}, q_h)_{E_i} = \sum_{i=1}^{N_\Omega} (p_h^{n+1,k}, \nabla \cdot q_h)_{E_i} + \sum_{i=1}^{N_\Omega} (\nabla (\rho_{f,r}g\eta), q_h)_{E_i}
\]

(3.8)
In terms of differences between coupling iterations, equations (3.7), (3.8), and (3.9) read:

\[ \forall v_h \in V_h, \sum_{i=1}^{N_\Omega} 2(G_i \varepsilon(\eta_{n+1,k}), \varepsilon(v_h))_{E_i} + \sum_{i=1}^{N_\Omega} (\lambda_i \nabla \cdot \eta_{n+1,k}, \nabla \cdot v_h)_{E_i} \]

\[ - \sum_{i=1}^{N_\Omega} (\alpha_i \delta p_{n+1,k}, \nabla \cdot v_h)_{E_i} = \sum_{i=1}^{N_\Omega} (f, v_h)_{E_i} \]  \hspace{1em} (3.9)

In terms of differences between coupling iterations, equations (3.7), (3.8), and (3.9) read:

\[ \forall \theta_h \in Q_h, \frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( \frac{1}{M_i} + c_f \varphi_{0i} + L_i \right) \delta p_{n+1,k}, \theta_h \right)_{E_i} + \sum_{i=1}^{N_\Omega} \left( \nabla \cdot \delta z_{n+1,k}, \theta_h \right)_{E_i} \]

\[ = \frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( L_i \delta p_{n,k} - \alpha_i \nabla \cdot \delta u_{n,k}, \theta_h \right)_{E_i} \]  \hspace{1em} (3.10)

\[ \forall q_h \in Z_h, \sum_{i=1}^{N_\Omega} (K_i^{-1} \delta z_{n+1,k}, q_h)_{E_i} = \sum_{i=1}^{N_\Omega} (\delta p_{n+1,k}, \nabla \cdot q_h)_{E_i} \]  \hspace{1em} (3.11)

\[ \forall v_h \in V_h, \sum_{i=1}^{N_\Omega} 2(G_i \varepsilon(\delta \eta_{n+1,k}), \varepsilon(v_h))_{E_i} + \sum_{i=1}^{N_\Omega} (\lambda_i \nabla \cdot \delta \eta_{n+1,k}, \nabla \cdot v_h)_{E_i} \]

\[ - \sum_{i=1}^{N_\Omega} (\alpha_i \delta p_{n+1,k}, \nabla \cdot v_h)_{E_i} = 0 \]  \hspace{1em} (3.12)

### 3.3 Proof of Contraction

- **Step 1: Flow equations**
  For each grid element $E_i$, let \( \beta_i = \frac{1}{M_i} + c_f \varphi_{0i} + L_i \), testing (3.10) with $\theta_h = \delta p_{n+1,k}$, and multiplying by $\Delta t$, we obtain:

\[ \sum_{i=1}^{N_\Omega} \left\| \beta_i^{1/2} \delta p_{n+1,k} \right\|_{E_i}^2 + \Delta t \sum_{i=1}^{N_\Omega} \left( \nabla \cdot \delta z_{n+1,k}, \delta p_{n+1,k} \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( L_i \delta p_{n,k} - \alpha_i \nabla \cdot \delta u_{n,k}, \delta p_{n+1,k} \right)_{E_i}. \]  \hspace{1em} (3.13)

Testing (3.11) with $q_h = \delta z_{n+1,k}$, we obtain:

\[ \sum_{i=1}^{N_\Omega} \left( K_i^{-1} \delta z_{n+1,k}, \delta z_{n+1,k} \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( \delta p_{n+1,k}, \nabla \cdot \delta z_{h}^{n+1,k} \right)_{E_i}. \]  \hspace{1em} (3.14)

Substituting (3.14) into (3.13), together with Young’s inequality, we obtain:

\[ \sum_{i=1}^{N_\Omega} \left\| \beta_i^{1/2} \delta p_{n+1,k} \right\|_{E_i}^2 + \Delta t \sum_{i=1}^{N_\Omega} \left( K_i^{-1} \delta z_{n+1,k}, \delta z_{h}^{n+1,k} \right)_{E_i} \]

\[ \leq \sum_{i=1}^{N_\Omega} \frac{1}{2\epsilon_i} \left\| L_i \delta p_{n,k} - \alpha_i \nabla \cdot \delta u_{n,k} \right\|_{E_i}^2 + \sum_{i=1}^{N_\Omega} \frac{\epsilon_i}{2} \left\| \delta p_{n+1,k} \right\|_{E_i}^2. \]
Introducing a new parameter $\chi_i$ for each grid element $E_i$, we define a local quantity of contraction for each $E_i$ as: $\chi_i \delta \sigma_{v}^{n,k} = L_i \delta p_h^{n,k} - \alpha_i \nabla \cdot \delta u_h^{n,k}$. The choice $\epsilon_i = \beta_i$ for each $E_i$ gives:

$$\sum_{i=1}^{N_\Omega} \frac{\beta_i}{2} \left\| \delta p_h^{n+1,k} \right\|_{E_i}^2 + \Delta t \sum_{i=1}^{N_\Omega} \left\| K_i^{-1/2} \delta z_h^{n+1,k} \right\|_{E_i}^2 \leq \sum_{i=1}^{N_\Omega} \frac{1}{2 \beta_i} \left\| \chi_i \delta \sigma_{v}^{n,k} \right\|_{E_i}^2. \quad (3.15)$$

**Step 2: Elasticity equation**

Now, test the elasticity equation (3.12) with $v_h = \delta u_h^{n+1,k}$ to get:

$$\sum_{i=1}^{N_\Omega} 2G_i \left\| \varepsilon (\delta u_h^{n+1,k}) \right\|_{E_i}^2 + \sum_{i=1}^{N_\Omega} \lambda_i \left\| \nabla \cdot \delta u_h^{n+1,k} \right\|_{E_i}^2 - \sum_{i=1}^{N_\Omega} \alpha_i (\delta p_h^{n+1,k}, \nabla \cdot \delta u_h^{n+1,k})_{E_i} = 0. \quad (3.16)$$

**Step 3: Combining flow and elasticity equations**

Combining flow (3.15) with elasticity (3.16), we obtain:

$$\sum_{i=1}^{N_\Omega} 2G_i \left\| \varepsilon (\delta u_h^{n+1,k}) \right\|_{E_i}^2 + \Delta t \sum_{i=1}^{N_\Omega} \left\| K_i^{-1/2} \delta z_h^{n+1,k} \right\|_{E_i}^2 \leq \sum_{i=1}^{N_\Omega} \frac{\alpha_i^2}{\lambda_i^2} \left\| \nabla \cdot \delta u_h^{n,k} \right\|_{E_i}^2. \quad (3.17)$$

Now, for each grid element $E_i$, expand the RHS to match terms on the left hand side and form a square:

$$\left\| \delta \sigma_{v}^{n,k} \right\|_{E_i}^2 = \frac{L_i^2}{\chi_i^2} \left\| \delta p_h^{n,k} \right\|_{E_i}^2 - \frac{2\alpha_i L_i}{\chi_i^2} \left( \delta p_h^{n,k}, \nabla \cdot \delta u_h^{n,k} \right)_{E_i} + \frac{\alpha_i^2}{\chi_i^2} \left\| \nabla \cdot \delta u_h^{n,k} \right\|_{E_i}^2.$$

For each $E_i$, the following inequalities should be satisfied: $\frac{\beta_i}{2} \geq \frac{L_i^2}{\chi_i^2}$, $\frac{2\alpha_i L_i}{\chi_i^2} = \alpha_i$, and $\lambda_i \geq \frac{\alpha_i^2}{\chi_i^2}$. The first and second inequalities give: $\chi_i^2 = 2L_i$, and $\frac{1}{M_i} + c_f \varphi_0 \geq 0$, which is trivially satisfied. The third inequality gives: $L_i = \frac{\alpha_i^2}{2\chi_i^2}$ and $\chi_i^2 = 2L_i$, we have:

$$\sum_{i=1}^{N_\Omega} 2G_i \left\| \varepsilon (\delta u_h^{n+1,k}) \right\|_{E_i}^2 + \sum_{i=1}^{N_\Omega} \frac{1}{2 \left( \frac{1}{M_i} + c_f \varphi_0 \right)} \left\| \delta p_h^{n+1,k} \right\|_{E_i}^2 + \Delta t \sum_{i=1}^{N_\Omega} \left\| K_i^{-1/2} \delta z_h^{n+1,k} \right\|_{E_i}^2 \leq \sum_{i=1}^{N_\Omega} \left( \frac{L_i}{\chi_i^2} + \frac{c_f}{L_i} \right) \left\| \delta \sigma_{v}^{n,k} \right\|_{E_i}^2. \quad (3.18)$$
We finally have, for each $E_i \in \Omega, 1 \leq i \leq N_\Omega$:

\[
2 \sum_{i=1}^{N_\Omega} G_i \|\varepsilon(\delta u_h^{n+1,k})\|_{E_i}^2 + \frac{1}{2} \sum_{i=1}^{N_\Omega} \left( \frac{1}{M_i} + c_{f,i} \varphi_{0,i} \right) \|\delta p_h^{n+1,k}\|_{E_i}^2 + \frac{\Delta t}{2} \sum_{i=1}^{N_\Omega} \left( \frac{L_i}{M_i} + c_{f,i} \varphi_{0,i} + L_i \right) \sum_{i=1}^{N_\Omega} \|\delta \sigma^{n,k}_v\|_{E_i}^2 \leq \max_{1 \leq i \leq N_\Omega} \left( \frac{L_i}{M_i} + c_{f,i} \varphi_{0,i} + L_i \right) \sum_{i=1}^{N_\Omega} \|\delta \sigma^{n,k}_v\|_{E_i}^2. \tag{3.19}
\]

**Theorem 3.1** [Localized Single Rate Banach Contraction Estimate] The localized multirate iterative scheme is a contraction given by

\[
2 \sum_{i=1}^{N_\Omega} G_i \|\varepsilon(\delta u_h^{n+1,k})\|_{E_i}^2 + \frac{1}{2} \sum_{i=1}^{N_\Omega} \left( \frac{1}{M_i} + c_{f,i} \varphi_{0,i} \right) \|\delta p_h^{n+1,k}\|_{E_i}^2 + \frac{\Delta t}{2} \sum_{i=1}^{N_\Omega} \left( \frac{L_i}{M_i} + c_{f,i} \varphi_{0,i} + L_i \right) \sum_{i=1}^{N_\Omega} \|\delta \sigma^{n,k}_v\|_{E_i}^2 \leq \max_{1 \leq i \leq N_\Omega} \left( \frac{L_i}{M_i} + c_{f,i} \varphi_{0,i} + L_i \right) \sum_{i=1}^{N_\Omega} \|\delta \sigma^{n,k}_v\|_{E_i}^2.
\]

4 Localized Multirate Formulation and Analysis

In a similar way, we can derive a localized Banach contraction estimate for the multirate case. We start by writing the localized spatially continuous multirate weak formulation. We note that the localized permeability tensor $K_i$ includes the viscosity $\mu_i$.

4.1 Continuous in Space Global Weak Formulation

- Step (a): For $1 \leq m \leq q$, find $p^{n+1,m+k} \in H^1(\Omega)$, and $z^{n+1,m+k} \in H(\text{div}; \Omega)^d \cap \{z^{n+1,k} \cdot n = 0 \text{ on } \partial \Omega\}$ such that,

\[
\forall \theta \in L^2(\Omega), \quad \frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( \frac{1}{M_i} + c_{f,i} \varphi_{0,i} + L_i \right) \left( p^{n+1,m+k} - p^{n+1,m-1+k} \right), \theta_{E_i} + \sum_{i=1}^{N_\Omega} \left( \nabla \cdot z^{n+1,m+k}, \theta \right)_{E_i} = \frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} L_i \left( p^{n,m+k} - p^{n,m-1+k} \right) - \frac{\alpha_i}{q} \nabla \cdot \left( u^{n,k+q} - u^{n,k} \right), \theta_{E_i} + \sum_{i=1}^{N_\Omega} \left( q, \theta \right)_{E_i},
\]

\[
\forall q \in H(\text{div}; \Omega)^d \cap \{q \cdot n = 0 \text{ on } \partial \Omega\},
\]

\[
\sum_{i=1}^{N_\Omega} \left( K_i^{-1} z^{n+1,m+k}, q \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( p^{n+1,m+k}, \nabla \cdot q \right)_{E_i} - \sum_{i=1}^{N_\Omega} \left( p^{n+1,m+k}, q \cdot n \right)_{\partial E_i} + \sum_{i=1}^{N_\Omega} \left( \rho_f, g \nabla \eta, q \right)_{E_i}, \tag{4.2}
\]
• Step (b): Given \( p^{n+1,k+q} \) and \( z^{n+1,k+q} \), find \( u^{n+1,k+q} \in H^1_0(\Omega)^d \) such that,\

\[
\forall v \in H^1_0(\Omega)^d,
\]

\[
2 \sum_{i=1}^{N_\Omega} (G_i \varepsilon(u^{n+1,k+q}), \varepsilon(v))_{E_i} + \sum_{i=1}^{N_\Omega} (\lambda_i \nabla \cdot u^{n+1,k+q}, \nabla \cdot v)_{E_i} - \sum_{i=1}^{N_\Omega} (\alpha_i p^{n+1,k+q}, \nabla \cdot v)_{E_i}
\]

\[
- \sum_{i=1}^{N_\Omega} (\sigma(u^{n+1,k+q}) n, v)_{\partial E_i} + \sum_{i=1}^{N_\Omega} (\alpha_i p^{n+1,k+q} I n, v)_{\partial E_i} = \sum_{i=1}^{N_\Omega} (f, v)_{E_i}.
\] (4.3)

In a similar way, as detailed in the single rate case, all boundary terms vanish. The continuous-in-space weak formulation then reads:

• Step (a): For \( 1 \leq m \leq q \), find \( p^{n+1,m+k} \in H^1(\Omega) \), and \( z^{n+1,m+k} \in H(\text{div}; \Omega)^d \cap \{ z^{n+1,k \cdot n} = 0 \text{ on } \partial \Omega \} \) such that,

\[
\forall \theta \in L^2(\Omega), \frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( \left( \frac{1}{M_i} + c_{f_i} \phi_{0_i} + L_i \right) \left( p^{n+1,m+k} - p^{n+1,m-1+k} \right), \theta \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\nabla \cdot z^{n+1,m+k}, \theta)_{E_i} =
\]

\[
\frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( L_i \left( p^{n,m+k} - p^{n,m-1+k} \right) - \frac{\alpha_i}{q} \nabla \cdot \left( u^{n,k+q} - u^{n,k} \right), \theta \right)_{E_i} + \sum_{i=1}^{N_\Omega} (\tilde{q}, \theta)_{E_i},
\] (4.4)

\[
\forall q \in H(\text{div}; \Omega)^d \cap \{ q \cdot n = 0 \text{ on } \partial \Omega \},
\]

\[
\sum_{i=1}^{N_\Omega} \left( K_i^{-1} z^{n+1,m+k}, q \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( p^{n+1,m+k}, \nabla \cdot q \right)_{E_i} + \sum_{i=1}^{N_\Omega} \left( \rho_{f_i} g \nabla \eta, q \right)_{E_i},
\] (4.5)

• Step (b): Given \( p^{n+1,k+q} \) and \( z^{n+1,k+q} \), find \( u^{n+1,k+q} \in H^1_0(\Omega)^d \) such that,

\[
\forall v \in H^1_0(\Omega)^d,
\]

\[
2 \sum_{i=1}^{N_\Omega} (G_i \varepsilon(u^{n+1,k+q}), \varepsilon(v))_{E_i} + \sum_{i=1}^{N_\Omega} (\lambda_i \nabla \cdot u^{n+1,k+q}, \nabla \cdot v)_{E_i} - \sum_{i=1}^{N_\Omega} (\alpha_i p^{n+1,k+q}, \nabla \cdot v)_{E_i}
\]

\[
= \sum_{i=1}^{N_\Omega} (f, v)_{E_i}.
\] (4.6)

### 4.2 Fully Discrete Weak formulation

We mimic the spatially continuous weak formulation ((4.4), (4.5), and (4.6)) and obtain the fully discrete formulation (discrete in time and space) as follows:
• Step (a): For $1 \leq m \leq q$, find $p_h^{n+1,m+k} \in Q_h$, and $z_h^{n+1,m,k} \in Z_h$ such that,

$$\forall \theta_h \in Q_h, \frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( \left( \frac{1}{M_i} + c_f \varphi_0 + L_i \right) \left( p_h^{n+1,m+k} - p_h^{n+1,m-1+k} \right), \theta_h \right)_{E_i} + \sum_{i=1}^{N_\Omega} \left( \nabla \cdot z_h^{n+1,m+k}, \theta_h \right)_{E_i} =$$

$$\frac{1}{\Delta t} \sum_{i=1}^{N_\Omega} \left( L_i \left( p_h^{n,m+k} - p_h^{n,m-1+k} \right) - \frac{\alpha_i}{q} \nabla \cdot \left( u_h^{n,k+q} - u_h^{n,k} \right), \theta_h \right)_{E_i} + \sum_{i=1}^{N_\Omega} \left( \tilde{q}_h, \theta_h \right)_{E_i},$$

(4.7)

$$\forall q_h \in Z_h,$$

$$\sum_{i=1}^{N_\Omega} \left( K_i^{-1} z_h^{n+1,m+k}, q_h \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( p_h^{n+1,m+k}, \nabla \cdot q_h \right)_{E_i} + \sum_{i=1}^{N_\Omega} \left( \rho_{f,r} \nabla \eta, q_h \right)_{E_i},$$

(4.8)

• Step (b): Given $p_h^{n+1,k+q}$ and $z_h^{n+1,k+q}$, find $u_h^{n+1,k+q} \in V_h$ such that,

$$\forall \rho_h \in V_h, 2 \sum_{i=1}^{N_\Omega} \left( (G_i \varepsilon(u_h^{n+1,k+q}), \varepsilon(\rho_h))_{E_i} + \sum_{i=1}^{N_\Omega} \left( \lambda_i \nabla \cdot u_h^{n+1,k+q}, \nabla \cdot \rho_h \right)_{E_i} - \sum_{i=1}^{N_\Omega} \left( \alpha_i p_h^{n+1,k+q}, \nabla \cdot \rho_h \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( f_h, \rho_h \right)_{E_i}. $$

(4.9)

4.3 Proof of Contraction

• Step 1: Flow equations

For each grid element $E_i$, let $\beta_i = \frac{1}{M_i} + c_f \varphi_0 + L_i$. For $n \geq 1$, by taking the difference of two successive iterates of (4.7), which corresponds to one local flow iteration and its corresponding local flow iteration in the previous flow and geomechanics iterative coupling iteration, testing with $\theta_h = \delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k}$, we obtain

$$\sum_{i=1}^{N_\Omega} \beta_i \left\| \delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k} \right\|^2_{E_i} + \Delta t \sum_{i=1}^{N_\Omega} \left( \nabla \cdot \delta z_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k} \right)_{E_i} =$$

$$\sum_{i=1}^{N_\Omega} \left( L_i \left( \delta p_h^{n,m+k} - \delta p_h^{n,m-1+k} \right) - \frac{\alpha_i}{q} \nabla \cdot \delta u_h^{n,k+q} - \delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k} \right)_{E_i}.$$ 

(4.10)

Similarly, for the flux equation (4.8), by taking the difference of two successive iterates, followed by taking the difference at two consecutive finer time steps, $t = t_{m+k}$, and
\( t = t_{m-1+k} \), and testing with \( q_h = \delta z^{n+1,m+k}_h \), we obtain

\[
\sum_{i=1}^{N_\Omega} \left( \mathbf{K}_i^{-1} \left( \delta z^{n+1,m+k}_h - \delta z^{n+1,m-1+k}_h \right), \delta z^{n+1,m+k}_h \right)_{E_i} = \sum_{i=1}^{N_\Omega} \left( \delta p^{n+1,m+k}_h - \delta p^{n+1,m-1+k}_h, \nabla \cdot \delta z^{n+1,m+k}_h \right)_{E_i}. \tag{4.11}
\]

We combine (4.10) with (4.11), apply Young’s inequality (for each grid \( E_i \)) to obtain

\[
\sum_{i=1}^{N_\Omega} \beta_i \left\| \delta p^{n+1,m+k}_h - \delta p^{n+1,m-1+k}_h \right\|_{E_i}^2 + \Delta t \sum_{i=1}^{N_\Omega} \left( \mathbf{K}_i^{-1} \left( \delta z^{n+1,m+k}_h - \delta z^{n+1,m-1+k}_h \right), \delta z^{n+1,m+k}_h \right)_{E_i} \leq \sum_{i=1}^{N_\Omega} \frac{1}{2e_i} \left| L_i \left( \delta p^{n+1,m+k}_h - \delta p^{n+1,m-1+k}_h \right) - \frac{\alpha_i}{q} \nabla \cdot \delta u^{n+k+q}_h \right|_{E_i}^2 \]

For each \( E_i \), the choice \( \epsilon_i = 1 \) absorbs the pressure term on the right hand side. Together with a simple expansion of the flux product, we derive

\[
\sum_{i=1}^{N_\Omega} \frac{\beta_i}{2} \left\| \delta p^{n+1,m+k}_h - \delta p^{n+1,m-1+k}_h \right\|_{E_i}^2 + \frac{\Delta t}{2} \sum_{i=1}^{N_\Omega} \left\{ \left\| \mathbf{K}_i^{-1/2} \delta z^{n+1,m+k}_h \right\|_{E_i}^2 - \left\| \mathbf{K}_i^{-1/2} \delta z^{n+1,m-1+k}_h \right\|_{E_i}^2 \right\} \]

\[
\leq \sum_{i=1}^{N_\Omega} \frac{1}{2 \beta_i} \left| L_i \left( \delta p^{n+1,m+k}_h - \delta p^{n+1,m-1+k}_h \right) - \frac{\alpha_i}{q} \nabla \cdot \delta u^{n+k+q}_h \right|_{E_i}^2. \tag{4.12}
\]

The right hand side constitutes an expression for a quantity to be contracted on. Introducing a new parameter \( \chi_i \) for each \( E_i \), we define the localized volumetric mean stress for \( (1 \leq m \leq q) \) as

\[
\chi_i \delta \sigma^{n,m+k}_v = L_i \left( \delta p^{n,m+k}_h - \delta p^{n,m-1+k}_h \right) - \frac{\alpha_i}{q} \nabla \cdot \delta u^{n+k+q}_h. \tag{4.13}
\]

The value of \( \chi_i \) for each \( E_i \) will be chosen such that contraction can be achieved on the spatial summation of the localized norms of \( \sigma^{n,m+k}_v \), summed over \( q \) flow finer time steps, within one coarser mechanics time step. Summing up (4.12) for \( 1 \leq m \leq q \),
substituting the new definition of the localized volumetric mean stress (4.13), and noting that $\delta z^{n+1,k} = 0$, we obtain

\[
\sum_{m=1}^{q} \sum_{i=1}^{N_\Omega} \frac{\beta_i}{2} \| \delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k} \|^2_{E_i} + \frac{\Delta t}{2} \sum_{i=1}^{N_\Omega} \| K_i^{-1/2} \delta z_h^{n+1,k+q} \|^2_{E_i} \\
+ \frac{\Delta t}{2} \sum_{m=1}^{q} \sum_{i=1}^{N_\Omega} \| K_i^{-1/2} (\delta z_h^{n+1,m+k} - \delta z_h^{n+1,m-1+k}) \|^2_{E_i} \leq \sum_{m=1}^{q} \sum_{i=1}^{N_\Omega} \frac{1}{2\beta_i} \| \chi_i \delta \sigma_v^{n,m+k} \|^2_{E_i}.
\]

(4.14)

• Step 2: Elasticity equation

For $n \geq 1$, we take the difference of successive iterates of the mechanics equation (4.9), and test with $v_h = \delta u_h^{n+1,k+q}$ to get

\[
2 \sum_{i=1}^{N_\Omega} G_i \| \varepsilon(\delta u_h^{n+1,k+q}) \|^2_{E_i} + \sum_{i=1}^{N_\Omega} \lambda_i \| \nabla \cdot \delta u_h^{n+1,k+q} \|^2_{E_i} \\
- \sum_{i=1}^{N_\Omega} \alpha_i (\delta p_h^{n+1,k+q}, \nabla \cdot \delta u_h^{n+1,k+q})_{E_i} = 0. \tag{4.15}
\]

For the iterative scheme to be contractive, a quantity similar to the right hand side of (4.14), for the next iterative coupling iteration, $n+1$, has to be formed. To achieve that, we introduce a term involving a summation over all flow finer time steps in (4.15) by noticing that

\[
\sum_{m=1}^{q} (\delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k}) = \delta p_h^{n+1,k+q}. \tag{4.16}
\]

Substituting (4.16) into (4.15) leads to

\[
2 \sum_{i=1}^{N_\Omega} G_i \| \varepsilon(\delta u_h^{n+1,k+q}) \|^2_{E_i} + \sum_{i=1}^{N_\Omega} \lambda_i \| \nabla \cdot \delta u_h^{n+1,k+q} \|^2_{E_i} \\
- \sum_{i=1}^{N_\Omega} \alpha_i \left( \sum_{m=1}^{q} (\delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k}), \nabla \cdot \delta u_h^{n+1,k+q} \right)_{E_i} = 0. \tag{4.17}
\]

• Step 3: Combining flow and elasticity equations

By combining (4.17) with (4.14), and rearranging terms, we form a square term, in expanded form, summed over flow finer time steps within one coarser mechanics time
step for each grid element $E_i$,

$$
2 \sum_{i=1}^{N_Ω} G_i \| \varepsilon (\delta u^{n+1,k+q}) \|^2_{E_i} + \sum_{m=1}^{N_Ω} \left\{ \frac{\beta_i}{2} \| \delta p^{n+1,m+k} - \delta p^{n+1,m-1+k} \|^2_{E_i} + \lambda_i \| \nabla \cdot \delta u^{n+1,k+q} \|^2_{E_i} - \alpha_i \left( \delta p^{n+1,m+k} - \delta p^{n+1,m-1+k}, \nabla \cdot \delta u^{n+1,k+q} \right) \right\} \\
+ \frac{\Delta t}{2} \sum_{m=1}^{N_Ω} \left\{ \sum_{i=1}^{N_Ω} \left\| K_i^{-1/2} \delta z^{n+1,k+q} \right\|^2_{E_i} \right\} \\
+ \frac{\Delta t}{2} \sum_{m=1}^{N_Ω} \sum_{m=1}^{N_Ω} \left\| K_i^{-1/2} (\delta z^{n+1,m+k} - \delta z^{n+1,m-1+k}) \right\|^2_{E_i} \\
\leq \sum_{m=1}^{q} \sum_{i=1}^{N_Ω} \frac{\lambda_i^2}{2 \beta_i} \| \delta \sigma_v^{n,m+k} \|^2_{E_i}.
$$

(4.18)

It remains to choose the values of our newly introduced parameters, $\chi_i$ and $L_i$, such that the coefficients of the expanded square contributes only positive terms to the left hand side of (4.18). Therefore, we expand the right hand side of (4.18) for each $E_i$ as

$$
\| \delta \sigma_v^{n,m+k} \|^2_{E_i} = \frac{L_i^2}{\chi_i^2} \| \delta p^{n,m+k} - \delta p^{n,m-1+k} \|^2_{E_i} \\
- \frac{2 \alpha_i L_i}{q \chi_i^2} \left( \delta p^{n+m+k} - \delta p^{n,m-1+k}, \nabla \cdot \delta u_h^{n,k+q} \right)_{E_i} + \frac{\alpha_i^2}{q^2} \| \nabla \cdot \delta u_h^{n,k+q} \|^2_{E_i}.
$$

(4.19)

Now, we match the coefficients of the expansion in (4.19) to the coefficients of the expanded square on the right hand side of (4.18), hence, deduce the values of $\chi_i$ and $L_i$ for each grid element $E_i$, respectively. For the left hand side of (4.18) to remain positive, the following inequalities should be satisfied

$$
\frac{\beta_i}{2} \geq \frac{L_i^2}{\chi_i^2}, \quad \frac{2 \alpha_i L_i}{q \chi_i^2} = \alpha_i, \quad \frac{\lambda_i}{q} \geq \frac{\alpha_i^2}{\chi_i^2 q^2}.
$$

The second and third inequalities give rise to the following condition

$$
L_i \geq \frac{\alpha_i^2}{2 \lambda_i} \text{ for each } E_i.
$$

The first inequality gives rise to $q \leq \frac{\beta_i}{L_i}$. For $L_i = \frac{\alpha_i^2}{2 \lambda_i}, \chi_i^2 = \frac{\alpha_i^2}{q \lambda_i}$, we derive the following condition on the number of flow finer time steps within one coarse mechanics time step

$$
q \leq \frac{2 \lambda_i}{\alpha_i^2} \left( \frac{1}{M_i} + c_f \varphi_0 \right) + 1 \text{ for each } E_i,
$$

(4.20)

which is not restrictive as typically in practice the values of $\lambda_i$ are quite large. Now, we group the terms of the expanded square on the left hand side of (4.18) to form the
quantity of contraction for the next iterative coupling iteration, \( n + 1 \), as

\[
2 \sum_{i=1}^{N_0} G_i \| \varepsilon(\delta u_h^{n+1,k+q}) \|_{E_i}^2 + \sum_{m=1}^q \sum_{i=1}^{N_0} \left( \frac{\beta_i}{1 - \frac{L_i^2}{M_i^2}} \right) \| \delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k} \|_{E_i}^2 \\
+ \sum_{m=1}^q \sum_{i=1}^{N_0} \| \delta \sigma_v^{n+1,m+k} \|_{E_i}^2 + \frac{\Delta t}{2} \sum_{i=1}^{N_0} \| K_i^{-1/2} \delta z_h^{n+1,k+q} \|_{E_i}^2 \\
+ \frac{\Delta t}{2} \sum_{m=1}^q \sum_{i=1}^{N_0} \| K_i^{-1/2}(\delta z_h^{n+1,m+k} - \delta z_h^{n+1,m-1+k}) \|_{E_i}^2 \\
+ \sum_{m=1}^q \sum_{i=1}^{N_0} \| \delta \sigma_v^{n+1,m+k} \|_{E_i}^2 \leq \max_{1 \leq i \leq N_0} \left( \frac{L_i}{q(\frac{L_i}{\alpha_i^2} + c_f i \varphi_0 i + L_i)} \right) \sum_{m=1}^q \sum_{i=1}^{N_0} \| \delta \sigma_v^{n,m+k} \|_{E_i}^2. \tag{4.21}
\]

The contraction coefficient: \( \max_{1 \leq i \leq N_0} \left( \frac{L_i}{q(\frac{L_i}{\alpha_i^2} + c_f i \varphi_0 i + L_i)} \right) < 1 \) for \( q \geq 1 \). This is trivially satisfied (at least we take one flow time step followed by one mechanics time step).

**Theorem 4.1** ([Localized Multirate Contraction Estimate]) For \( q \leq 1 + \min_{1 \leq i \leq N_0} \frac{2L_i}{\alpha_i} \left( \frac{1}{M_i} + c_f i \varphi_0 i \right) \), \( L_i = \frac{a_i^2}{2} \) and \( \chi_i^2 = \frac{2L_i}{q} \), the localized multirate iterative scheme is a contraction given by

\[
2 \sum_{i=1}^{N_0} G_i \| \varepsilon(\delta u_h^{n+1,k+q}) \|_{E_i}^2 + \sum_{m=1}^q \sum_{i=1}^{N_0} \left( \frac{\beta_i}{1 - \frac{L_i^2}{M_i^2}} \right) \| \delta p_h^{n+1,m+k} - \delta p_h^{n+1,m-1+k} \|_{E_i}^2 \\
+ \sum_{m=1}^q \sum_{i=1}^{N_0} \| \delta \sigma_v^{n+1,m+k} \|_{E_i}^2 + \frac{\Delta t}{2} \sum_{i=1}^{N_0} \| K_i^{-1/2} \delta z_h^{n+1,k+q} \|_{E_i}^2 \\
+ \frac{\Delta t}{2} \sum_{m=1}^q \sum_{i=1}^{N_0} \| K_i^{-1/2}(\delta z_h^{n+1,m+k} - \delta z_h^{n+1,m-1+k}) \|_{E_i}^2 \\
+ \sum_{m=1}^q \sum_{i=1}^{N_0} \| \delta \sigma_v^{n+1,m+k} \|_{E_i}^2 \leq \max_{1 \leq i \leq N_0} \left( \frac{L_i}{q(\frac{L_i}{\alpha_i^2} + c_f i \varphi_0 i + L_i)} \right) \sum_{m=1}^q \sum_{i=1}^{N_0} \| \delta \sigma_v^{n,m+k} \|_{E_i}^2. \]
Conditions on Parameters:
A degree of spatial uniformity should be imposed as described in remark 5.2

Parameters can be heterogeneous.

Contraction Coefficient:
\[
\left( \frac{L_i}{\lambda_i + c_j \phi_0 + \epsilon_i} \right)^2
\]
for all \( E_i \in \Omega \)

\[
\max_{1 \leq i \leq N_0} \left( \frac{L_i}{\eta(\lambda_i + c_j \phi_0 + \epsilon_i)} \right)\}
\]

Condition on q:
none

When do Contraction Coefficients Match?
For \( L = \frac{\alpha^2}{\lambda^*} \),

\[
\left( \frac{L_i}{2(\lambda_i + M_i \lambda c_j \phi_0 + M_i \sigma_i^2)} \right)^2
\]
for all \( E_i \in \Omega \), contraction estimate

\[
\max_{1 \leq i \leq N_0} \left( \frac{M_i \alpha_i^2}{2(\lambda_i + M_i \alpha_j \phi_0 + M_i \alpha_i^2)} \right)^2
\]

Exact Match.

Table 1: Banach Contraction Estimates for Homogeneous vs Heterogeneous (Localized) Poroelastic Media

5 Multirate Banach Contraction Estimates for Homogeneous vs Heterogeneous (Localized) Poroelastic Media

Table 1 compares the Banach contraction result derived for the multirate scheme in homogeneous poroelastic media [3] against the one derived in this paper (for heterogeneous poroelastic media).

Remark 5.1 Our localized Banach estimates work provides another strong justification for introducing the modified multirate iterative coupling scheme presented in our earlier work [2,3]. Following a similar approach to the proof presented above, the localized modified multirate iterative coupling scheme will not impose any upper bound on the number of flow finer time steps taken within one coarse mechanics time steps. This follows immediately as the quantity of contraction in the modified scheme is independent of \( q \). The details are spared.

Remark 5.2 For our earlier obtained results, the word "homogeneous" is not as restrictive as it sounds. In fact, some degree of uniformity in the flow and mechanics parameters should be imposed in this case. However, parameter values can change smoothly across the spatial domain. The fixed stress stabilization term in this case should take the form \( L = \frac{\alpha^2_{\text{max}}}{2\lambda_{\text{max}}} \), and this value will be added to the main diagonal of the linear system in a homogeneous manner. In fact, this leads to slower convergence rate, as the contraction coefficient increases monotonically with \( L \). The power of the localized contraction result is that it allows us to add localized fixed-stress regularization terms which can vary across grid cells, yet the scheme is still contractive.
Table 2: Input Parameters for Brugge Field Model

### 6 Numerical Results

#### 6.1 Brugge Field Model

We consider the Brugge field model [1,31] with a heterogeneous permeability distribution for comparing the efficiency of the multirate scheme versus the single rate scheme. The model consists of a 9 × 48 × 139 general hexahedral elements capturing the field geometry, with 30 bottom-hole pressure specified wells, 10 of which are injectors at a pressure of 2600 psi, and 20 are producers at a pressure of 1000 psi. Producers are located at a lower elevation compared to injectors. No flow boundary condition is enforced across all external boundaries. For the mechanics model, we apply a mixture of zero displacement and traction boundary conditions. Gravity is not neglected in the model and detailed specifications of the input parameters can be found in Table 2.
6.2 Results

Figures 6.1 and 6.2 show the pressure profiles after 16 and 192 days of simulation for the single rate and multirate schemes \((q = 1, 2, 4\) and \(8\)). All four schemes result in almost identical results. We also note that the upper bound for \(q\) is calculated to be:

\[
q \leq 1 + \min_{1 \leq i \leq N_0} \frac{2M_i}{M_i} \left( \frac{1}{M_i} + c_{f_{i,e}} \right) = 10.52.
\]

That is, for the multirate scheme to be theoretically convergent, we should choose \(q \leq 10\). In other words, we should not take more than 10 finer time steps within one coarse mechanics time steps.

Figure 6.3a shows the accumulated CPU run time for the single rate case \((q = 1)\), and for multirate cases: \(q = 2, 4,\) and \(8\). The multirate iterative coupling algorithm with two flow finer time steps within one coarser mechanics time step \((q = 2)\) results in 27.32% reduction in CPU run time compared to the single rate. Multirate couplings \((q = 4,\) and \(q = 8)\) result in 48.43%, and 51.15% reductions in CPU run times respectively. Figure 6.3b explains the reduction in CPU run time observed in the multirate case. By just solving for two flow finer time steps within one coarser mechanics time step \((q = 2)\), the total number of mechanics linear iterations was reduced by 51.08% with reference to the single rate case. Multirate couplings \((q = 4,\) and \(q = 8)\) result in 75.61%, and 86.29% reductions in the number of mechanics linear iterations respectively, which in turn, reduce the CPU run time as well. Figure 6.3c shows the total number of flow linear iterations in the four cases. We see an increase in the total number of flow linear iterations for multirate iterative couplings. Multirate iterative coupling with two flow finer time steps \((q = 2)\), within one coarse mechanics time step results in 44.76% increase in the total number of flow linear iterations. Multirate couplings \((q = 2),\) and \((q = 8)\) result in 49.63%, and 69.01% increase in the total number of flow linear iterations respectively. Figure 6.3d shows the number of iterative coupling iterations per coarse mechanics time step. The increase in the number of flow linear iterations for multirate cases is attributed to the increase in the number of iterative coupling iterations performed for each coarse mechanics time step, as shown in figure 6.3d. However, the huge decrease in the number of mechanics linear iterations outperform the overhead introduced by the increase in the number of flow linear iterations. This is a key factor to the success of the iterative multirate coupling scheme in reducing the overall CPU run time.

We conclude that the applicability and efficiency of the multirate fixed-stress split iterative coupling scheme extends to the case in which the poro-elastic media is highly heterogeneous. Its convergence is shown theoretically, and observed numerically for field-scale problems, with a heterogeneous permeability distribution.
Figure 6.1: Pressure Profiles after 16.0 simulation days
Figure 6.2: Pressure Profiles after 192.0 simulation days
Figure 6.3: Brugge Field Model Results
7 Conclusions and outlook

This paper considers single rate and multirate fixed stress split iterative coupling schemes in heterogeneous poroelastic media. The fixed stress split scheme allows for the sequential coupling of flow with mechanics and a coupling iteration is imposed until convergence is obtained for each discrete time step. The convergence of both the single rate and multirate coupling schemes in homogeneous poroelastic media have been established in the past [3]. The novelty of the work presented in this paper is that it extends these Banach contraction results to the case in which the poroelastic media is highly heterogeneous (flow and mechanics parameters can vary in both space and time). To the best of our knowledge, this is the first time a Banach contraction result has been rigorously obtained for the multirate fixed stress split iterative coupling scheme in heterogeneous poroelastic media. Moreover, the localized contraction proof outlines a general strategy that is very likely to be applicable for obtaining similar localized contraction estimates for other iterative coupling schemes, including the undrained split iterative coupling scheme. In addition, our analysis reveals an upper bound on the number of flow fine time steps that can be solved within one coarse mechanics time step in the multirate scheme. Our theoretical findings in this paper are supplemented with numerical results for a realistic reservoir model with a heterogenous permeability distribution. The numerical results show that the applicability and efficiency of the multirate scheme extends to the case in which the poroelastic medium is highly heterogeneous. In a future work, the performance of the single rate and multirate iterative coupling schemes will be investigated for a heterogeneous fixed-stress split regularization parameters.
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