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Abstract

We propose an adaptive multiscale approach to improve the efficiency and the accuracy of numerical computations by combining upscaling and domain decomposition methods. The key objective of this work is to develop upscaling approaches to minimize the use of fine scale information for time varying initial and boundary conditions. This includes changes in well parameter such as injection composition and specifications as well as in situ or initial conditions. A fine scale flow and transport problem is solved only in specific subdomains while solving a coarse scale problem in the rest of the domain. This involves special treatment of sharp interfaces associated with the transport equations. We define transient regions as subdomains where spatial changes in concentration are significant. Away from the transient regions, upscaling is performed locally by using a numerical homogenization to obtain effective equations at the macroscopic scale. A fine grid is then used in the transient regions and a coarse grid everywhere else resulting in a non-matching multi-block problem. We use the Enhanced Velocity Mixed Finite Element Method (EVMFEM) as a domain decomposition approach to couple the coarse and fine subdomains [42]. To the authors’ knowledge, this integrated approach has not been investigated either theoretically or computationally in the existing literature. A number of numerical tests are also presented for verifying and demonstrating the capability of the adaptive numerical homogenization approach in upscaling flow and transport in porous medium.
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1 Introduction

Accurate modeling of flow and transport in subsurface is important in petroleum reservoir recovery evaluations, nuclear waste disposal systems, CO₂ sequestration, and groundwater remediation. Efficient numerical modeling of the associated physical processes has several challenges due to heterogeneity, uncertainty and multiscale nature of the porous media parameters. The main source these parameters are usually borehole measurements which are sparsely distributed spatially. The reservoir parameters are populated using these measurements in conjunction with geostatistical methods including parameter estimation and uncertainty quantification. However, a direction numerical simulation of the flow and transport problem, for a given scenario, using these fine scale parameters is computationally prohibitive. Additionally, the data sets obtained from different observation methods vary strongly in characteristic spatial scales. For example, borehole and seismic measurements
have a resolution varying between a few feet to hundreds of feet, respectively. A coarse scale numerical model, which can handle multiple Representative Elementary Volumes (REV), is therefore necessary to reduce computational overheads associated with solving a fine scale problem. However, ad-hoc averaging techniques might fail to capture fine scale features resulting in loss of solution accuracy compromising the predictive nature of the model. Thus, development of mathematically consistent upscaling techniques is equally necessary for preserving solution accuracy at macroscopic scales. The multiscale nature of the flow and transport problems in porous medium has been addressed by several others [24, 8, 7, 10, 21, 44] giving rise to a number of approaches for upscaling. Each of these approaches perform computations at a coarse scale aiming to capture fine scale physics as closely as possible. However, one must note that all upscaling approaches tend to average fine scale features to obtain coarse scale solution resulting in an acceptable loss of accuracy. In what follows, we will attempt to discuss some of the key features of these approaches along with their shortcomings to the best of our understanding.

Homogenization is a well-established and mathematically consistent, theoretical framework for understanding multiscale problems. Earlier studies by [3, 34, 32, 17, 4] use homogenization theory for upscaling rapidly oscillating model parameters. For porous medium problems these parameters include rock properties such as permeability, porosity, dispersion as well as model parameters for relative permeability and heterogeneous chemical reactions. The two-scale homogenization theory relies upon the assumption of an identifiable period (or REV) in an otherwise heterogeneous medium with a characteristic length scale much smaller than the length scale of the medium under investigation. In other words, the ratio of the length of the period to the medium, denoted by $\varepsilon$, is sufficiently small. This assumption leads to a scale separation between fine and coarse scale problems thereby decoupling the computations associated with each of these two problems. The effective properties at the coarse scale can then be evaluated given fine scale parameters following the two-scale homogenization theory in the limit of $\varepsilon \to 0$. Please note that this passing to the limit is a theoretical construct, for determining convergence, and in practice a small value of $\varepsilon$ suffices. However, the requirements of periodicity and scale separation are often too restrictive for direct application to realistic, heterogenous, porous medium problems. Nevertheless, homogenization is an indispensable mathematical tool in providing insight into the multiscale nature of the problem by describing coarse scale parameters as functions of fine scale variations. In fact, homogenization theory has been used successfully to derive [43, 33] the constitutive law, well known as Darcy’s law, for porous medium continua starting from Stoke’s (Navier-Stokes) equation at the pore scale. A derivation of the model problem at hand using two-scale homogenization is discussed in Section 3. As we will show later, numerical homogenization used appropriately allows us to recover fine scale features with minimal loss in accuracy.

A number of multiscale methods have been proposed, over the years, for a wide range of problems and include methods such as generalized finite elements [15], generalized multiscale finite element methods (GMsFEM) [29, 14, 22, 19], heterogeneous multiscale methods [2, 23], variational multiscale methods [31], mortar multiscale methods [11, 27, 16, 26]. A locally conservative mixed finite element, multiscale method was also presented in [7, 9]. Here, a subgrid problem is solved using a numerical approximation of Green’s function which is later used as an operator for coupling coarse and fine scales.

In this work, we propose an adaptive homogenization approach using local numerical homogenization and adaptive mesh refinement to obtain computational efficiency and maintain solution accuracy. A fine scale problem is solved only in a subdomain of interest coupled to a coarse prob-
lem solve in the rest of the domain. This involves special treatment of sharp interfaces associated with phase (or component) transport equations. In this aspect, our method shares similarity with the adaptive [18] or hybrid [1] multiscale methods, discussed before, where a coarse problem is enriched locally to capture fine scale physical features. We define these sharp interfaces as transient regions or subdomains where spatial changes in concentration are significant. Away from the transient regions, upscaling is performed locally by using a numerical homogenization to obtain effective equations at the macroscopic scale. A fine spatial discretization is then used in the transient regions with a coarse discretization everywhere else resulting in a non-matching multiblock problem. An Enhanced Velocity Mixed Finite Element Method (EVMFEM) [42] is then used as a multiblock domain decomposition approach to solve this problem. EVMFEM has been shown to be both reliable and accurate [40], and is an order of magnitude faster than the Multiscale Mortar Mixed Finite Element Method (MM MFEM).

The remainder of this paper is organized as follows: Section 2 outlines flow and transport model formulation. Section 3 presents a derivation of effective equations at the coarse scale using two-scale homogenization followed by a brief outline of the EVMFEM for adaptive mesh refinement (AMR). The details of the proposed adaptive numerical homogenization approach are described in Section 4. This is followed by numerical results in Section 5 with verification numerical tests for numerical homogenization and AMR. Additional numerical tests, using realistic parameters from SPE 10 comparative project dataset, are also presented comparing fine scale, coarse scale using only numerical homogenization, and adaptive numerical homogenization solutions. Finally, Section 6 briefly presents conclusions based upon our study and an outlook towards future applications and extension.

2 Model formulation

We begin by describing the flow and transport model formulation along with initial and boundary conditions. We consider a single phase, slightly compressible fluid in porous medium with a non-reactive tracer transport for simplicity. The later transactions of this work will include more complex flow models such as non-linear, multiphase, multicomponent flow and detailed fluid compressibility models such as fully compressible and equation of state. The phase mass conservation equation on a domain $\Omega$ is given by,

$$\frac{\partial}{\partial t} \left( \phi \rho \right) + \nabla \cdot \rho \mathbf{u} = q \quad \text{in} \quad \Omega \times J$$

(1)

Here, $\Omega \in \mathbb{R}^d (d = 1, 2 \text{ or } 3)$, $J = (0, T]$, $d$ is the number of spatial dimensions, $q$ is the source/sink term, $\phi$ is the porosity, $\rho$ is the phase density, and $\mathbf{u}$ is the phase velocity. The slightly compressible fluid density is defined as a function of pressure as follows,

$$\rho = \rho_{ref} e^{C_f (p - p_{ref})},$$

(2)

where, $C_f$ is the fluid compressibility, and $\rho_{0}$ is the reference density at reference pressure $p_{0}$. Then it follows that $\phi \frac{\partial \rho}{\partial t} = \phi \frac{\partial \rho}{\partial p} \frac{\partial p}{\partial t} = \phi \rho C_f \frac{\partial p}{\partial t}$ for constant $\phi$. The phase velocity $\mathbf{u}$ is given by the Darcy’s law as,

$$\mathbf{u} = - \frac{K}{\mu} (\nabla p - \rho \mathbf{g}),$$

(3)
where, $\mu$ is the viscosity, density, $K$ is the permeability tensor, and $\mathbf{g}$ is the gravity vector. Further, the conservation equation of a component $i$ in the flowing phase is given by,

$$\frac{\partial}{\partial t} (\phi c_i \rho) + \nabla \cdot (c_i \rho \mathbf{u} - \phi \rho D_i \nabla c_i) = q \hat{c}_i + \phi r_i,$$

(4)

where, $c_i$ and $D_i$ is the normalized concentration and diffusion/dispersion tensor, respectively of component $i$ in the flowing phase and $\hat{c}_i$ is the injection/production concentration of the component $i$. We also define diffusive flux $d_i$ for a component $i$ as,

$$d_i = \phi D_i \nabla c_i,$$

(5)

for later use. The concentrations $c_i$ are constrained by,

$$\sum_{i=1}^{N_c} c_i = 1.$$

(6)

For the sake of simplicity we assume Dirichlet and Neumann boundary conditions; for pressure and concentration, respectively, on the external boundary,

$$p = g \quad \text{on} \quad \partial \Omega \times J, \quad \text{and} \quad D_i \nabla c_i \cdot \nu = 0 \quad \text{on} \quad \partial \Omega \times J,$$

(7)

where $\nu$ is the unit outward normal; however, this is not restrictive and more general boundary conditions can be prescribed. Additionally, the initial condition is given by,

$$p(x,0) = p^0(x) \quad \text{at} \quad \Omega \times \{0\}, \quad c_i(x,0) = c_i^0(x) \quad \text{at} \quad \Omega \times \{0\}.$$

(8)

Eqns. (1) thru (8) describe a well posed problem for slightly compressible, single phase flow and transport in porous medium.

3 Methodology

In this work, we develop a local numerical homogenization scheme inspired by two-scale homogenization theory to obtain effective equations at the coarse scale starting from fine scale mass conservation equation and constitutive relationship (Darcy’s law). Once the coefficients for the coarse scale equations are evaluated, we use a domain decomposition approach to couple coarse and fine subdomains. Further, details regarding the assumptions and validity of this approach to upscale flow and transport in heterogeneous porous medium is discussed in the next sections.

3.1 Two-Scale Homogenization

The two-scale homogenization theory relies upon two major assumptions to derive effective equations at the macroscopic scale:

1. An identifiable periodic REV at a mesoscopic scale of characteristic length $l$, with highly oscillatory (or heterogeneous) variations in parameters, in a macroscopic domain of another characteristic length scale $L$. These parameters include permeability, porosity as well as model parameters for heterogeneous chemical reactions.
2. A scale separation between the meso and macroscopic scales such that the ratio between the
two characteristic length scales, discussed above, is small $\varepsilon = l/L \to 0$.

As stated before, $\varepsilon \to 0$ is a theoretical requirement for two-scale homogenization and in practice a
small value of $\varepsilon$ is sufficient for accurate numerical computations. The scale separation assumption
here inherently implies that the pressure, velocity and concentration unknowns vary slowly (rela-
tively non-oscillatory) at the macroscopic scale compared to faster variations (or highly oscillatory)
at the mesoscopic scale. Under the aforementioned two-scale ansatz the unknowns in pressure, ve-
locity and concentration are formally expanded as a power series in $\varepsilon$ as,
$$a_\varepsilon(x) = a_0(x,y) + \varepsilon a_1(x,y) + \varepsilon^2 a_2(x,y) + \ldots$$

Here, $a$ can be any one of the primary unknowns pressure ($p$), velocity ($u$) or concentration ($c$).
Further, $x$ and $y$ are the macro and mesoscopic scales such that $y = \frac{x}{\varepsilon}$ where $a(x,y)$ is used to denote
the variations in an unknown at both the scales with periodic variations in $y \in Y$.

3.1.1 Flow

We begin by applying the two-scale homogenization theory to single phase slightly compressible
flow problem in order to derive the effective flow equations at the macroscopic (or coarse) scale.
The permeability and porosity are chosen as the highly oscillatory (or heterogeneous) parameters at
the mesoscopic (or fine scale). In what follows, the terms mesoscopic and macroscopic can be used
interchangeably with fine and coarse. The flow equations; for slightly compressible flow, at the fine
scale have the following form,
$$\mathbf{u}_\varepsilon = -K \left( \frac{x}{\varepsilon} \right) \nabla p_\varepsilon \quad \text{in } \Omega$$
$$\frac{\partial}{\partial t} (\phi \rho_\varepsilon) + \text{div} (\rho_\varepsilon \mathbf{u}_\varepsilon) = f \quad \text{in } \Omega$$
$$p = g \quad \text{on } \partial \Omega$$
(9)

where, $\varepsilon$ denotes the two-scale variations in the unknowns $a_\varepsilon = a(x,y)$, $f \in L^2(\Omega)$ the source/sink
term, and $K$ and $\phi$ are the oscillatory (or heterogeneous) absolute permeability (symmetric, positive
definite tensor) and porosity, respectively with period of oscillation $y = \frac{x}{\varepsilon}$. The two spatial scale $x$
and $y$ can be either in 2D or 3D. Additionally, the two-scale gradient and divergence operators are
then defined as,
$$\nabla = \nabla_x + \frac{1}{\varepsilon} \nabla_y \quad \text{div} = \text{div}_x + \frac{1}{\varepsilon} \text{div}_y$$

Substituting, the formal expansion of the unknowns into the system of equations (9) we obtain,
$$\mathbf{u}_0 + \varepsilon \mathbf{u}_1 + \varepsilon^2 \mathbf{u}_2 + \ldots = -K \left( \nabla_x + \frac{1}{\varepsilon} \nabla_y \right) \left( p_0 + \varepsilon p_1 + \varepsilon^2 p_2 + \ldots \right)$$
$$\frac{\partial}{\partial t} \left( \phi \left( \rho_0 + \varepsilon \rho_1 + \varepsilon^2 \rho_2 + \ldots \right) \right) + \left( \text{div}_x + \frac{1}{\varepsilon} \text{div}_y \right) \left( \rho_0 + \varepsilon \rho_1 + \varepsilon^2 \rho_2 + \ldots \right) \left( \mathbf{u}_0 + \varepsilon \mathbf{u}_1 + \varepsilon^2 \mathbf{u}_2 + \ldots \right) = f$$
(10)

From the equations above, one can easily see that as $\varepsilon \to 0$, the unknowns $a_\varepsilon \to a_0$, or in other
words the two scales are decoupled. Equating terms of like powers in $\varepsilon$ in the above system provides
us with effective equations at the coarse scale as follows,
1. For $\varepsilon^{-1}$ terms:

$$-K \nabla_y p_0 = 0$$
$$\text{div}_y (\rho_0 u_0) = 0$$

The solution to the above system results in $p_0(x,y) = p_0(x)$ which suggests that $p_0$ is only a function of coarse scale variations. In addition, we know that $\rho = \rho(p)$, or $\rho(p) = \rho_{ref} e^{C_f(p - p_{ref})} \approx \rho_{ref} (1 + C_f (p - p_{ref}))$. 

$$\rho_0 + \varepsilon \rho_1 + \varepsilon^2 \rho_2 + ... \approx \rho_{ref} (1 + C_f (p_0 + \varepsilon \rho_1 + \varepsilon^2 \rho_2 + ... - p_{ref}))$$

By equating terms in power of $\varepsilon$, we note $\rho_0 = \rho_{ref} (1 + C_f (p_0(x,t) - p_{ref}))$. It implies $\rho_0 = \rho_0(x,t)$, and then $\text{div}_y (u_0) = 0$.

2. For $\varepsilon^0$ terms:

$$u_0 = -K (\nabla_x p_0 + \nabla_y p_1)$$
$$\frac{\partial}{\partial t} (\phi \rho_0) + \text{div}_x (\rho_0 u_0) + \text{div}_y (\rho_0 u_1 + p_1 u_0) = f$$

Since $u_0$ is linear in $p_0$ and $p_1$, we can write $p_1(x,y,t)$ as,

$$p_1(x,y,t) = \sum_{i=1}^{3} \chi^i(y) \frac{\partial p_0}{\partial x_i}$$

In order to solve this system of equations we introduce an auxiliary problem, or a unit-cell problem for a dimensionless form of the above equations, on a periodic domain $Y$.

$$-\nabla \cdot (K(y) (\nabla \chi^i + e_i)) = 0 \quad \text{in } Y$$
$$\chi^i \text{ is periodic in } Y$$

(11)

where $\{e_i\}_{1 \leq i \leq d} \in \mathbb{R}^d$ is the canonical basis for a finite dimensional problem of dimension $d$. Note that the solution vector $\chi^i$ is unique up to a constant. We obtain uniqueness by normalizing the non-unique solution with the mean of the solution such that $\int_Y \chi^i(y) dy = 0$.

3. The effective or homogenized equations at the coarse scale are then obtained by averaging the above system of equations over periodic domain $Y$ assuming $\varepsilon \to 0$.

$$\bar{u} = -K_{eff} \nabla p_0 \quad \text{in } \Omega$$
$$\frac{\partial}{\partial t} (\rho_0 \phi) + \text{div}_x (\rho_0 \bar{u}) = f \quad \text{in } \Omega$$
$$p_0 = g \quad \text{on } \partial \Omega$$

(12)

Here, $K_{eff}$ is a symmetric, positive definite tensor denoting the effective permeability at the coarse scale. Note that the effective permeability does not depend on the choice of domain $\Omega$, source term $f$, and boundary conditions on $\partial \Omega$. Further, the eigenvalues of the effective permeability tensor are bounded below and above harmonic and arithmetic means of eigenvalues of the fine scale permeability tensors. [8] shows that the homogenized equations for the elliptic boundary value problem is well-posed which can be extended to the parabolic initial and boundary value problem.
discussed above. The effective permeability tensor is constructed using the solution \((\chi^i)\) of the auxiliary problem Eqn. (11) as follows,

\[
\vec{w}^i(y) = -K(y) (\nabla \chi^i + e_i) \quad \text{for } i = 1, \ldots, d
\]

\[
Q(y) = [\vec{w}^1(y), \vec{w}^2(y), \ldots, \vec{w}^d(y)]
\]

\[
K^{e f f} = -\langle Q \rangle = -\frac{1}{|Y|} \int_Y Q(y) dy
\]
In this section we begin by discussing three important aspects of component transport namely: diffusion, mechanical dispersion, and mechanical mixing. The physical process of molecular diffusion (or simply diffusion), due to spatial differences in concentration, is well accepted to follow Fick’s law,

\[ J_i = -D_i \nabla c_i. \]  

(13)

Here, \( J_i \) is the diffusive flux of component \( i \), and \( D_i \) the diffusivity constant defined with respect to a reference component, water component (or phase) in our case. The dispersion phenomenon was first described mathematically by Taylor [39] for laminar, miscible flow of a component in a cylindrical tube. The additional diffusion (or mechanical dispersion) in the longitudinal direction, after model reduction to a one-dimensional flow and transport, was attributed to the Fickian diffusion in the transverse direction. For further details regarding the derivation the reader is referred to the original text [39]. There are two interesting features necessary for mechanical dispersion to be non-zero: (1) a velocity profile, parabolic in the case of fully developed laminar flow in a tube, and (2) a non-zero molecular diffusion. Absence of either one of the above two features results in a zero dispersion. Figure 2 (left) shows a schematic of the fully developed parabolic velocity profile in a cylindrical tube. The x-direction velocity is maximum at the centre of the tube and zero at the solid boundary consistent with the no-slip assumption at the solid fluid boundary. Taylor described the diffusion in the y-direction, due to difference in concentration at the fluid front, to be responsible for the additional diffusion in the x-direction after a model reduction was performed in the y-direction. In fact, the sum of molecular diffusion and mechanical dispersion is well known as hydrodynamic dispersion in several scientific communities. Similar arguments have been used for dispersion in porous medium where differences in velocity, due to heterogeneity, at the concentration front leads to additional diffusion. Therefore, a negligible diffusion coefficient will consequently lead to a small mechanical dispersion for flow and transport in porous medium as well.

On the contrary, the same cannot be said about mechanical mixing that also results from heterogeneities in porous medium. Figure 2 (right) shows a schematic of mechanical mixing for a simple case of miscible laminar flow in two cylindrical tubes connected in the middle. We assume that the velocity in the larger diameter tube is smaller, compared to the smaller diameter tube, and therefore the concentration front moves slower in the former. Let the black and red colors represent the concentration fronts at times \( t_0 \) and \( t_1 \). It is clear that the two concentration fronts would merge into one another due to this interconnectivity. Similar arguments can be extended for heterogeneous porous medium where differences in permeability and connectivity can result in mechanical mixing to different degrees. This connectivity is usually characterized by a scalar quantity, called tortuosity, for a porous continuum. Please note that mechanical mixing and spreading can exist even in the absence of molecular diffusion and are usually an order of magnitude larger than molecular diffusion. In this work, we can account for all three phenomena using an AMR approach to accurately capture the concentration front. This is necessary since homogenization approaches for advection/diffusion problem; although accurate, are computationally as expensive as solving the a local fine scale problem.

A similar discourse as in the case of homogenizing flow equations above is applied to the advection/diffusion problem Eqn. (4) to obtain the effective equations at the macroscopic scale described below. Here we briefly discuss the derivation of these equations; following the original work in [4], for the sake of completeness. Since \( \rho_0 = \rho_0(x) \) or the \( \mathcal{O} \) order density varies only at the coarse scale, the derivation of effective transport equations for slightly compressible flow remains unchanged from the original derivation for incompressible flow. The dimensionless form of the
transport equation is given by,
\[ \phi \left( \frac{x}{\varepsilon} \right) \frac{\partial c_\varepsilon}{\partial t} + u_\varepsilon \cdot \nabla c_\varepsilon = \frac{\varepsilon}{P_e} \nabla \cdot \left( D \left( \frac{x}{\varepsilon} \right) \nabla c_\varepsilon \right) \]
on \quad \Omega \times J, \quad (14)
\[ c_\varepsilon(x,0) = c^0(x) \quad \text{on} \quad \Omega \times \{0\}. \]

Using the two-scale ansatz,
\[ c_\varepsilon(x) = c_0(x,y) + \varepsilon c_1(x,y) + \varepsilon^2 c_2(x,y) + \ldots, \]
\[ u_\varepsilon(x) = u_0(x,y) + \varepsilon u_1(x,y) + \varepsilon^2 u_2(x,y) + \ldots. \]

Substituting these expansions we obtain,
\[ \phi \frac{\partial}{\partial t} \left( c_0 + \varepsilon c_1 + \ldots \right) + (u_0 + \varepsilon u_1 + \ldots)(\nabla_x + \frac{1}{\varepsilon} \nabla_y)(c_0 + \varepsilon c_1 + \ldots) \]
\[ = \frac{\varepsilon}{P_e} (\text{div}_x + \frac{1}{\varepsilon} \text{div}_y) D(\nabla_x + \frac{1}{\varepsilon} \nabla_y)(c_0 + \varepsilon c_1 + \ldots) \]

Collecting terms of the same \( \varepsilon \)-order gives

1. For \( \varepsilon^{-1} \) terms:
\[ \text{div}_y(D \nabla_x c_0) - u_0 \cdot \nabla_x c_0 = 0 \]
As before, this implies \( c_0 = c_0(x,t) \).

2. For \( \varepsilon^0 \) terms we take into account that \( c_0 = c_0(x,t) \) :
\[ \phi \frac{\partial c_0}{\partial t} + u_0 \cdot \nabla_x c_0 + u_0 \cdot \nabla_y c_1 = \frac{\varepsilon}{P_e} \text{div}_y (D \nabla_y c_1) \quad (15) \]

The homogenized equation; for \( \varepsilon^0 \) order accuracy in concentration, is obtained by integrating over the fine scale \( (Y) \),
\[ \langle \phi \rangle \frac{\partial c_0}{\partial t} + \langle u_0 \rangle \cdot \nabla_x c_0 = 0, \quad (16) \]
where, \( \langle w \rangle = \int Y \, w \, dy \)

3. For \( \varepsilon^1 \) terms:
\[ \phi \frac{\partial c_1}{\partial t} + u_0 \cdot \nabla_y c_2 + u_1 \cdot \nabla_x c_0 + u_1 \cdot \nabla_y c_1 = \frac{1}{P_e} (\text{div}_x (D \nabla_x c_0 + D \nabla_y c_1) + \text{div}_y (D \nabla_x c_1 + D \nabla_y c_2)) \quad (17) \]

Similarly the homogenized equation; for \( \varepsilon^1 \) order accuracy in concentration, is given by,
\[ \langle \phi \rangle \frac{\partial c_1^e}{\partial t} + \langle u_0 \rangle \cdot \nabla_x c_1^e = \frac{\varepsilon}{P_e} \text{div}_x (\text{D}^{eff} \nabla_x c_1^e). \quad (18) \]

Here, \( c_1^e \) is the macroscale concentration defined as \( c_1^e(x,t) = c_0 + \varepsilon c_1 \), \( \text{D}^{eff} \) the effective diffusivity tensor, \( \langle \phi \rangle \) the volume averaged porosity, \( \langle u_0 \rangle \) the effective Darcy velocity, and \( P_e \) the Peclet number.
3.2 Enhanced Velocity Mixed FEM

Mixed Finite Element Method (MFEM) was initially introduced as a spatial discretization scheme by the engineering community [20, 28] in the late 70s for solving problems in solid continua. For flow in porous medium, the cell-centered finite difference scheme goes back to 50s and was later shown to be a mixed method in the early 80s by [37, 41]. Later works have applied this scheme for a wide range of applications in multicomponent, multiphase fluid flow [40, 13, 38] and transport, as well as coupled flow and geomechanics [5, 6] in porous medium. The mixed scheme uses a high-order approximation for both pressure and velocity variables resulting in accurate fluxes and local mass conservation properties. Enhanced Velocity MFEM [42] and Multiscale Mortar Mixed Finite Element Method (MM MFEM) [11, 36, 12] are spatial domain decomposition approaches to handle non-matching, multi-block grids. MM MFEM has been used to accurately couples different flow physics in different subdomains through interface conditions; however, this results in an additional nested iteration loop for interface problems. The EV MFEM approach, on the other hand, is shown to have an order of magnitude faster performance, with similar accuracy, when compared to the mortar approach. Recently, a global Jacobian method for mortar discretization [25] of two-phase flow was developed that obtains similar computational efficiency compared to the original MM MFEM solution algorithm. Additionally, this approach is strongly mass conservative at the interfaces; strong continuity of fluxes, between the subdomains.

EV MFEM has been applied successfully to a wide variety of complex multicomponent, multiphase flow and transport processes in porous medium including equation of state (EOS), compositional flow [40]. Earlier implementations [42, 40] employed a solution approach where only the coarse and fine domain contributions to the stiffness-matrix (or Jacobian matrix) were taken, neglecting interface contributions. The load vector (or residuals); however, contains contributions from both the coarse and fine subdomains as well as the interface. This resulted in an increase in the number of non-linear iterations to achieve convergence, for a given tolerance, even for a linear flow and transport problem. In this work, we use a fully coupled variant of the original EV MFEM approach wherein the interface terms are properly accounted for in the stiffness-matrix construction resulting in reduced non-linear iterations (one for a linear system).

3.2.1 Enhanced Velocity Mixed FEM Scheme

In this subsection, we briefly reiterate some parts of the derivation, presented in [40], for the multi-block, domain decomposition approach EV MFEM. This derivation is an extension of the original work by [42] for an incompressible, elliptic flow equation to a slightly compressible, parabolic flow system. The partial differential equations associated with a slightly compressible flow system, along with initial and boundary conditions, is described before in Section 2. We begin by describing the spaces for the velocity and pressure unknowns as,

\[ V = H(\text{div}; \Omega) = \{ v \in (L^2(\Omega))^d : \nabla \cdot v \in L^2(\Omega) \}, \]

\[ W = L^2(\Omega), \]

equipped with the following norms,

\[ ||v||_V = \left( ||v||^2 + ||\nabla \cdot v||^2 \right)^{\frac{1}{2}}, \]

\[ ||w||_W = ||w||. \]
A weak solution of Eqns. (1)-(8), excluding the advection diffusion and concentration constraint, is the pair \( u \in L^2(J,V) \) and \( p \in H^1(J,W) \) obtained by solving,

\[
(K^{-1}u, v) = (p, \nabla \cdot v) - <g, v \cdot v>_{\partial \Omega} \quad \forall v \in V, \tag{19}
\]

\[
\left( \phi C_f \frac{\partial p}{\partial t}, w \right) + (\nabla \cdot \rho u, w) = (f, w) \quad \forall w \in W. \tag{20}
\]

Also, the initial condition

\[
(p, w) \bigg|_{t=0} = (p_0, w) \quad \forall w \in W \tag{21}
\]

---

Figure 3: Spatial domain decomposition into multi-block problem.

Let denote \( \Gamma_{i,j} = \partial \Omega_i \cap \partial \Omega_j \) denote the interface between subdomains \( \Omega_i \) and \( \Omega_j \) then \( \Gamma = \bigcup_{i,j=1}^n \Gamma_{i,j} \) and \( \Gamma_i = \partial \Omega_i \cap \Gamma = \partial \Omega_j \setminus \partial \Omega \). The subdomain partitions, or the grid elements in each subdomain, \( T_{h,i} \) and \( T_{h,j} \) need not match on \( \Gamma_{i,j} \) then, \( T_h = \bigcup_{i=1}^n T_{h,i} \). We use the \( RT_0 \) and piecewise constant finite-element space for the velocity and pressure unknowns defined on an element \( E \in T_h \) as,

\[
V_h(E) = \{ v = (v_1, v_2) \text{ or } v = (v_1, v_2, v_3) : v_l = \alpha_l + \beta_l x_l : \alpha_l, \beta_l \in \mathbb{R}; l = 1..d \},
\]

and

\[
W_h(\Omega) = \{ w \in L^2(\Omega) : w \bigg|_E \in W_h(E), \forall E \in T_h \}
\]

, respectively. The EV MFEM scheme modifying the degrees of freedom on the interface \( \Gamma \) to accommodate the non-matching flux degrees of freedom from the adjacent blocks, as shown in Figure 4. Let \( \tau_{h,i,j} \) be a rectangle partition of \( \Gamma_{i,j} \) obtained from intersection of the traces of \( T_{h,i} \) and \( T_{h,j} \). The enhanced velocity scheme forces the fluxes to match on each element edge \( e \in \tau_{h,i,j} \).
On each sub-element \( E_k \) a basis function \( v_{E_k} \) is defined belonging to the \( RT_0 \) space \( V_h(E_k) \) as follows,

\[
v_{E_k} \cdot v = \begin{cases} 1 & \text{on } e_k, \\ 0 & \neq e_k. \end{cases}
\]

Let \( V_h^\Gamma \) be span of all such basis functions. Then the multiblock mixed finite element velocity space is given by,

\[
V_h^\ast = (V_{h,1}^0 \oplus V_{h,2}^0 \oplus \cdots \oplus V_{h,n}^0 \oplus V_h^\Gamma) \cap \text{H}(\text{div};\Omega).
\]

Here, \( V_{h,i}^0 \) is the subspace of \( V_h^i \) with zero normal trace on \( \Gamma_i \). Also note that \( V_h^\ast \subset \text{H}(\text{div};\Omega) \). The variational problem in discrete space can then be written as: Find \( u_h \in L^2(J, V_h^\ast) \) and \( p_h \in H^1(J, W_h) \) such that,

\[
\begin{align*}
(K^{-1} u_h, v) &= (p_h, \nabla \cdot v) - \vint g \cdot v \cdot \nu > \partial \Omega \quad \forall v \in V_h^\ast, \quad (22) \\
\phi \rho_0 C_f \frac{\partial p_h}{\partial t}, \omega_h) + (\nabla \cdot \rho(p_h) u_h, \omega_h) &= (f, \omega_h) \quad \forall \omega_h \in W_h. \quad (23)
\end{align*}
\]

The existence and uniqueness of this problem is shown in [42] for the elliptic case without applying the inf-sup condition directly. Here, error estimates were also derived for the problem at hand and a first order convergence was shown. We reiterated some of the earlier developments of EV MFEM for single phase flow, next we extend this scheme for the transport or the advection/diffusion problem Eqn. (4), similar to [40]. Let us define, \( V_{h,0}^\ast \equiv V_h^\ast \cap \{v : v \cdot \nu = 0 \text{ on } \partial \Omega\} \). The discrete variational problem; using the enhanced velocity space \( V_{h,0}^\ast \) for the diffusive/dispersive flux, is:

Given \( u_h \in L^2(J, V_h^\ast) \) and \( p_h \in H^1(J, W_h) \), find \( d_{i,h} \in L^2(J, V_h^\ast) \) and \( c_{i,h} \in H^1(J, W_h) \) such that,

\[
\begin{align*}
\left( \frac{1}{\phi} D_i^{-1} d_{i,h}, v_h \right) &= (c_{i,h}, \nabla \cdot v_h) \quad \forall v_h \in V_{h,0}^\ast, \quad (24) \\
\left( \phi \rho_0 C_f \frac{\partial p_h}{\partial t}, c_{i,h}, w_h \right) + (\phi \rho(p_h) \frac{\partial c_{i,h}}{\partial t}, w_h) + (\nabla \cdot \rho(p_h) u_h c_{i,h}, w_h) - (\nabla \cdot \rho(p_h) d_{i,h} c_{i,h}, w_h) &= (f, w_h) \quad \forall w_h \in W_h. \quad (25)
\end{align*}
\]

In the above, we assume \( D_i > 0 \). The EV MFE method ensures that both advective and diffusive fluxes are strongly continuous at the subdomain interfaces for this domain decomposition approach.
to be locally mass conservative. For single phase flow and tracer transport, the flow problem is inherently decoupled from the transport problem and therefore these two problems can be solved consecutively, as shown above. However, a fully coupled form can also be described as: Find $u_h \in L^2(J, V^*_h)$, $p_h \in H^1(J, W_h)$, $d_{i,h} \in L^2(J, V^*_h, 0)$, and $c_{i,h} \in H^1(J, W_h)$ such that, Eqns. (22) thru (25) are satisfied.

4 Adaptive Homogenization

The adaptive homogenization approach presented here has two key steps: (1) numerical homogenization to obtain parameters (permeability, porosity etc.) at the coarse scale by solving local auxiliary problems, (2) use enhanced velocity for AMR, with coarse and fine mesh regions identified using an adaptivity criteria, to solve coupled flow and transport problems. The subsections below describe the numerical homogenization and transient region identification using an indicator function. Here, a backward Euler scheme is used for temporal discretization resulting in a fully implicit system with spatial discretization using the fully-coupled, enhanced velocity mixed finite element method described in subsection 3.2. Since the solution scheme is fully implicit in pressure and concentration there is no time-step size restriction, as in the case of an explicit scheme where a CFL criteria is used. Further, an upwinding scheme is used for the advective flux term ($u \cdot c$); to add sufficient diffusion, for the stability of the concentration solution.

4.1 Numerical Homogenization

We first perform numerical homogenization to obtain coarse scale parameters for a given set of fine scale properties. Here, we solve local auxiliary problem, Eqn. (11), using fine scale parameters on a set of subdomains with periodic boundary conditions to evaluate coarse scale parameters. The term local here is used to differentiate between numerical homogenization, for a globally periodic medium with a characteristic length scale, as opposed to a locally periodic or non-periodic medium. Figure 5 depicts global and local periodicities in porous medium. Please note that this figure is only for the purpose of illustration and the shapes of the microstructures chosen are of no consequence. These local periodicities are often observed in well log data where each layer represents a sedimentation and consolidation cycle.

Figure 5: Globally (left) and locally (right) periodic medium.

Figure 6 shows the horizontal permeability distribution for the Frio field pilot injection well
obtained from well-logging [30]. The orange and blue zones identify the high and low permeability regions in the well log which allude to periodicity. Although, such an assumption is only valid for near well-bore parameters (permeability, porosity etc.) characterized by a specific length scale. The periodic porous medium is a convenient construct for mathematical analysis; however, such an assumption is not always valid for realistic subsurface porous media problems. The reader is referred to [4] for further details regarding where a scale separation and periodicity is necessary for the theoretical framework or two-scale homogenization. In our work, we consider highly heterogeneous flow parameters where these assumptions do not apply.

Figure 6: Horizontal permeability distribution with depth for Frio field injection well.

Figure 7 shows a schematic of this local numerical homogenization where auxiliary problems are solved on a subdomain (Figure 7, $\Omega_i$, dotted red, left) at the fine scale. Each of these cell problems provides a coarse scale parameter on the coarse grid (Figure 7, dotted red, right). These calculations are called offline since they are performed as a pre-processing step once prior to the actual numerical simulations. This approach works well since the non-linearity introduced due to slightly compressible flow model is quite small. Since we consider single phase slightly compressible flow with transport this approach works well since the non-linearity introduced by considering a slightly compressible flow model is quite small. For non-linear problems, these calculations must either be performed online, or in other words during numerical simulation run. However, there are other alternatives in the case of multiphase flow which allow us to store these parameters in a functional form evaluated again as a pre-processing or offline step. This latter methodology will be present in our future works for two-phase oil-water or air-water systems. Subsection 5.1 in the numerical results section presents two examples where only numerical homogenization is used, without adaptivity, for both periodic and non-periodic media.
In the adaptive homogenization approach presented here, we use these coarse scale properties only in the non-transient region, identified by an indicator function. This indicator function (or adaptivity criteria) and further details regarding transient/non-transient demarcation are presented in the next subsection.

4.2 Transient Region Identification/Adaptivity Criteria

For multicomponent, multiphase, flow and transport in porous medium the accuracy of the numerical solution depends upon how accurately the concentration front is captured. In order to capture the front accurately, the fluid velocities must be resolved accurately along this concentration front since the component is transported by the fluid velocity. This necessitates that a fine scale problem be solved, with fine scale properties for flow and transport, in the vicinity of the front for accuracy. The computational overheads are reduced by solving a coarse scale problem away from the transient region using coarse scale properties obtained from numerical homogenization. We therefore define a transient region in space where the changes in concentration are larger than a given threshold. This notion has also been used earlier by several others [1] to reduce computational costs associated with different problems. For example, in compositional flow modeling, the local equilibrium computations (flash calculations) are performed based upon the identification of a spatial transient region where a given fluid composition splits into multiple phases. In this work, we use the following adaptivity criteria to identify the transient region for spatial domain decomposition,

- Criteria 1 (gradient in time): For a block $i$ we know $c$ at previous timesteps $n$ and $n-1$. An adaptivity criteria can be defined based upon an absolute of the difference between the previous time steps as,

$$\Omega_f = \{ x : |c^n(x) - c^{n-1}(x)| > \epsilon_{adapt} \}$$

(26)

- Criteria 2 (gradient in space): A similar criteria can be defined in space using a maximum of absolute of difference between a concentration $c$ and its adjacent neighbors at the previous time step $n$. We define $\Omega_{neighbor}(x) = \{ y : y \in E_j, |\partial E_i \cap \partial E_j| \neq 0, \text{if } x \in E_i \}$. The criteria can then be defined as,

$$\Omega_f = \{ x : \max|c^n(x) - c^n(y)| > \epsilon_{adapt} \quad \forall y \in \Omega_{neighbor}(x) \}$$

(27)
Based upon this criteria we divide the domain ($\Omega$) into non-overlapping, transient ($\Omega_f$) and non-transient ($\Omega_c$) subdomains where flow and transport problems are solved at the fine and coarse scales, respectively. Figure 10 shows a schematic of the domain decomposition approach used here. In what follows, coarse and non-transient, and fine and transient can be used interchangeably to refer to a subdomain. Further, the coarse and fine subdomain problems are coupled at the interface using the EVMFEM spatial discretization described earlier in section 3.2. The EV MFEM method is strongly mass conservative at the interface between fine and coarse domains.

4.3 Solution Algorithm

This subsection describes the solution algorithm for the adaptive homogenization approach discussed above. The local unit-cell (auxiliary) problems are solved as a pre-processing step to evaluate coarse scale coefficients using numerical homogenization. This step can be carried out in parallel to further improve computational efficiency since the unit-cell problems are mutually independent. We refer to this calculation as the offline stage since the parameters (permeability, porosity, etc.) remain temporally invariant. Please note that such an assumption is true only for incompressible and slightly compressible single phase flow and transport models and further considerations are needed for highly non-linear multiphase, multicomponent flow and reactive transport problems. In such cases, the local unit-cell problem will be solved as time evolves to re-evaluate (online stage) coarse scale coefficients in a subdomain identified by a different indicator function. We reserve further details regarding this approach to our future extension to multiphase systems.
Algorithm 1: Adaptive multi-scale solution algorithm for the coupled flow and transport problem

Solve unit-cell problems, Eqns. (11), on subdomains ($\Omega_i$) using fine scale parameters to obtain coarse scale parameters for the entire domain ($\Omega = \cup \Omega_i$, see Figure 5).

\begin{algorithm}
\begin{algorithmic}
\While{$t_n \leq T$}
\State Identify transient ($\Omega_f$) region using adaptivity criteria (Eqn. (26) or (27)) and $p, c$ at $t_n$ ($\Omega_f \cup \Omega_c = \Omega$).
\State Mass conservative initialization of primary unknowns:
\begin{enumerate}
\item Reconstruct primary unknowns $p^{n+1,0}, c^{n+1,0}$ for the fine scale transient region ($\Omega_f$).
\item Project primary unknowns $p^{n+1,0}, c^{n+1,0}$ for the coarse scale non-transient region ($\Omega_c$).
\end{enumerate}
\While{$\text{max}(\vec{R}_{nl}) > \epsilon_{nl}$}
\begin{enumerate}
\item Use fine and coarse scale parameters in the transient ($\Omega_f$) and non-transient ($\Omega_c$) regions, respectively.
\item Use enhanced velocity (EV) scheme to couple coarse and fine subdomains.
\item Solve linearized, algebraic system for the coupled flow and transport problem to obtain a Newton update $p^{n+1,k+1}, c^{n+1,k+1}$.
\end{enumerate}
\EndWhile
\State $t_{n+1} = t_n + \Delta t$, $n := n + 1$
\EndWhile
\end{algorithmic}
\end{algorithm}

Flowchart 1 shows a brief outline of the solution algorithm. Here, $n$ and $k$ are the time and non-linear iteration counter, $t_n$ and $t_{n+1}$ are the current and next time, $\Delta t$ current time-step size, $T$ the final time, max($\vec{R}_{nl}$) the max norm of the non-linear residual vector, and $\epsilon_{nl}$ the non-linear tolerance. At each time iterate, we evaluate the adaptivity criteria (Eqn. (26) or (27)); at the coarse scale, to identify the transient region and perform a domain decomposition into fine ($\Omega_f$) and coarse ($\Omega_c$) subdomains. A projection/reconstruction operation is performed if the identifier changes from coarse to fine or vice versa, respectively. The reconstruction is performed by simply using previous time step unknowns and since these are intensive properties the operation remains mass conservative. On the other hand a mass conservative projection ($L^2$ projection) is used for coarsening which is equivalent to arithmetic average of fine scale unknown ($p, c$) for incompressible flow. This is followed by a non-linear solve of the system of algebraic equations resulting from spatial and temporal discretization after domain decomposition. The non-linear iterations are performed until the max norm satisfies a desired tolerance corresponding to the error in phase and component mass conservation equations.

5 Numerical Results

As mentioned in earlier, we avoid additional calculations due to changes in process parameters using a mass conservative, AMR based upon the fully coupled enhanced velocity approach. This also
helps us to generalize the adaptive homogenization approach towards making it process indepen-
dent. In this section, we present two sets of numerical results for (1) numerical homogenization, and (2) adaptive homogenization with one verification case for each set. The tracer production curves are reported for each of the cases to demonstrate the effectiveness of the two approaches in capturing the fine scale flow and transport physics. The heterogeneous porous medium is extracted from the SPE 10 comparative project for benchmarking different upscaling approaches. We report speedups by comparing coarse and fine scale simulation runtimes. One important point to note here is that the speedup factors reported here takes into account the computational overheads due to the pre-processing step.

5.1 Numerical Homogenization

We first verify the numerical homogenization approach using a periodic medium followed by a local numerical homogenization on a highly heterogeneous (non-periodic) medium. The results are compared against fine scale simulations as the benchmark. The reservoir domain is 110ft × 30ft with fine scale permeability distribution available for a 220×60 grid with grid block size 0.5ft×0.5ft. A coarse scale permeability distribution for a 22×6 grid is obtained by two-scale homogenization, as a preprocessing step at the beginning of the simulation, with grid block size of 5ft×5ft. Here a local cell problem, for a 10×10 grid, with periodic boundary conditions is solved at the fine scale. A rate specified injection well and pressure specified production well are located at the bottom left and top right corner, respectively. The production pressure is specified at 1000 psi with a continuous tracer injection at concentration 1. The initial reservoir pressure and concentrations are taken to be 1000 psi and zero (mass fraction), respectively with a fluid compressibility of 1×10⁻⁶ psi⁻¹. All simulations were performed for a total duration of 200 days with a no-flow external boundary condition.

Verification: Periodic Medium

We define a periodic medium where each period is characterized by a high permeability lens $K_{xx} = 50$ mD, $K_{yy} = 100$ mD in a low permeability porous matrix $K_{xx} = 5$mD, $K_{yy} = 10$mD. Figure 9 shows the global and local permeability distributions for the periodic medium and the unit cell, respectively. We assume diffusion to be zero in this case for simplicity; however, a separate case considering non-zero diffusion is also presented. Further, a homogeneous reservoir porosity of 0.1 is considered with incompressible fluid description and an injection rate specification at 2 STB/day.

Figure 9: Global (left) and unit cell (right) permeability distributions.
Figure 10 shows the fine and coarse scale concentration profiles after 100 days of simulation run.

Figure 10: Concentration distributions for fine (top) and coarse (bottom) scale problems after 100 days.

Further, Figure 11 shows the tracer concentration history at the production well for the fine and coarse (or homogenized) cases. The fine and coarse scale results are in good agreement for this benchmark verification case. The coarse scale simulation run is approximately 40 times faster than the fine scale run which is attributed to the reduction in degrees of freedom (factor of 100) for the coarse scale simulation.

Figure 11: Tracer production history for Fine and coarse (homogenized) scale problems.
Non-Periodic Medium

Here, we consider a highly heterogeneous, non-periodic medium with respect to permeability and porosity distribution. We utilize the SPE10 comparative project for benchmarking upscaling approaches to obtain this distribution from layer 81 of the available dataset. Figure 12 shows one fine scale, from SPE10 layer 81, and two coarse scale permeability distributions obtained using local numerical homogenization and local harmonic averaging, respectively. A channelized permeability distribution can be seen with high contrast in permeability values varying over 6 orders in magnitude. Please note that the coarse scale permeabilities obtained using numerical homogenization preserve the channels, observed at the fine scale, as opposed to the harmonic averaging. Injection rate is 1 STB/day.

Figure 12: Permeability distributions for fine (top) and coarse homogenized (middle) and coarse harmonic (bottom) cases of SPE layer 81.
Figure 13: Concentration distributions for fine (top) and coarse homogenized (middle) and coarse harmonic (bottom) scales of SPE layer 81.

Figure 13 shows the concentration profiles for the three cases after 100 days of continuous tracer injection. As can be seen, the concentration profile for the harmonic average differs from the fine scale solution. This is clearly evident in the tracer concentration history, in Figure 14, where the harmonic average result deviates from the fine scale solution. Although, not a perfect match the numerical homogenization solution is closer to the fine scale solution even after a reduction in degrees of freedom from 26400 to 264 (factor of 100). The speedup is approximately 40 times, which is roughly the same as in the previous case.
Figure 14: Tracer production history for fine and coarse (homogenized and harmonic average) scale problems.

5.2 Adaptive Numerical Homogenization

In this section, we compare numerical results for the fine scale and coarse scale using the adaptive homogenization and numerical homogenization approaches, respectively. We begin with by numerically verifying the AMR using a benchmark homogeneous case. We observed a speedup of at least 4 times for all the adaptive homogenization cases below when compared to fine scale case. Certainly, the speedup can be increased further by lowering the tolerance of the adaptivity criteria however, this also results in reduced solution accuracy. Thus an optimal tolerance exists which provides a breakeven between solution accuracy and computational speedup. We also outline a procedure for identifying this optimal tolerance for which calculations can be performed as a pre-processing step.

The reservoir domain, initial and boundary conditions, well placement and specifications are kept the same as in the previous subsection. However, instead of a continuous tracer injection a tracer slug is injected for a period of 50 days at concentration 1. Further, the injection rate is chosen to be 1 STB/day for a total simulation time of 200 days. The heterogeneous permeability distributions are obtained from different layers of the SPE10 comparative project dataset. Although, porosity distributions are not shown here the coarse scale porosities were obtained from fine scale distributions by applying a simple volume averaging, Eqn. (16). In what follows we choose two permeability distributions from SPE10 dataset: (1) layer 20 and (2) layer 37 with injection and production specified at the bottom left and upper right corners. It is important to note here that the accuracy of the solution, compared to the benchmark fine scale solution, can be increased further by using a stricter criteria for adaptivity in all of the following results.

Verification: Homogeneous Case

A homogeneous, isotropic permeability distribution is assumed using a diagonal permeability tensor of 50 mD to verify the adaptive solution against fine scale solution. This numerical test differs only in the injection rate, taken to be 2 STB/day instead of the 1 STB/day, from all the other cases in what follows.
Figure 15: Concentration profiles at 100 days for fine (top) and adaptive (bottom) approaches

Figure 16 shows the tracer concentration history at the production well after 200 days. The fine and adaptive results are in excellent agreement. Since the fine scale permeability distribution is homogeneous the homogenized or coarse scale distribution is also spatially invariant at 50mD. The disagreement between homogenized and fine results can be directly attributed to the numerical diffusion owing to the coarse grid. We also notice that different adaptivity criteria generate the same solution accuracy for the homogeneous permeability distribution indicating that such a criterion is significant a heterogeneous case.

Figure 16: Tracer concentration history at production well for a homogeneous permeability distribution of 50 mD

**Gaussian Permeability Distribution**

For this numerical test, we choose a layered permeability distribution as shown in Fig. 17 (top) obtained by extracting a slice of SPE10 dataset at layer 20. The coarse scale permeability, Fig. 17 (bottom), distribution is evaluated using the numerical homogenization approach described before.
Figure 17: Fine and coarse scale permeability distributions for SPE 10 layer 20

Fig. 18 shows the concentration profiles after 100 days for the coarse scale using homogenization, fine scale, and adaptive homogenization approaches.

Figure 18: Concentration profiles at 100 days for coarse (top), fine (middle) and adaptive (bottom) approaches
Figure 19 shows the tracer concentration history at the production well after 200 days. The results show that the concentrations using adaptive homogenization approaches are in good agreement with the fine scale solution. Further, the second adaptivity criteria based upon gradient of concentration at the coarse scale performs better than the first adaptivity criterion relying on temporal change in concentration at the coarse scale.

**Channelized Permeability Distribution**

Here we choose the permeability distribution from layer 37 of the SPE10 dataset. The coarse scale permeability distribution, Fig. 20 (bottom), distribution is evaluated as in the previous example.

Figure 20 shows the concentration profiles after 100 days for the coarse scale using homogenization, fine scale, and adaptive homogenization approaches. These results indicated that even for highly channelized permeability distribution adaptive homogenization approach is able to accurately represent the concentration front when compared to the fine scale benchmark solution. The coarse
scale using solely numerical homogenization however smudges the front substantially leading to drastic differences in breakthrough time prediction of the numerical simulation. Thus the adaptive homogenization approach is appropriate for both multimodal or layered permeability distributions in addition to Gaussian permeability distributions.

Figure 21: Concentration profiles at 100 days for coarse (top), fine (middle) and adaptive (bottom) approaches

Figure 22: Tracer concentration history at the production well for SPE layer 37.

Figure 22 shows the tracer concentration history at the production well after 200 days. Please
note that the homogenized, or coarse using numerical homogenization only, deviates more drastically from the fine scale solution for the layered permeability distribution (SPE layer 37) compared to the Gaussian permeability distribution (SPE layer 20) as shown in Figure 19. Again, the second adaptivity criterion performs better in capturing the fine scale physics.

6 Conclusions

We developed an adaptive multiscale scheme using local numerical homogenization and EV MFEM for upscaling single phase flow and transport in a heterogeneous porous media. The numerical and adaptive homogenization schemes were numerically verified against a benchmark fine scale solution. The results are in excellent agreement due to an accurate identification of the concentration fronts (transient zones). The numerical results on different layers of SPE10 also indicate that an upscaling based solely upon numerical homogenization is in good agreement with the fine scale solution for a Gaussian or periodic permeability distribution. However, for highly channelized for layered permeability distributions the results deviate substantially. The adaptive multiscale scheme, on the other hand, is in good agreement for Gaussian, periodic, and layered permeability distributions and is approximately 4× faster than the fine scale simulation for a tracer slug injection of 50 days in all the above numerical tests. Please note that a tracer slug injection is specifically chosen to test adaptivity since there are two transient regions at the front and back of the injected slug. The accuracy of the adaptive multiscale approach presented here, compared to the fine scale solution, is dependent on the nature of physical process and validity of the adaptivity criteria in capturing fine scale physics. An optimal tolerance for the adaptivity criteria is chosen to reduce computational cost without substantial loss in solution accuracy.
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