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Abstract

We present a framework for geometric design and isogeometric analysis on unstructured quadrilateral meshes. Acknowledging the differing requirements posed by design (e.g., the convenience of an intuitive control net) and analysis (e.g., good approximation behavior), we propose the construction of a separate, smooth spline space for each while ensuring isogeometric compatibility — requiring the geometric models to be members of the analysis-suitable spaces. The methodology is simple and is presented for bicubic splines; extensions to higher degrees are possible, and are briefly discussed. The presentation has been structured to show compatibility with T-splines — a state-of-the-art CAD technology — but the approach should extend to other locally refinable spline technologies (based on local tensor-product structures). An instantiation of the framework is presented, and several numerical tests focused on geometric design and isogeometric analysis demonstrate the versatility of the developed framework, and show significantly higher convergence rates than attained previously in the considered setting.
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1. Introduction

Isogeometric analysis was introduced in [20] to facilitate efficient design-through-analysis procedures. The goal of the technology is the unification of geometric modeling and engineering analysis. This is realized by exploiting the smooth spline spaces used for the former as the finite-element spaces required for the latter, thereby yielding exact geometry-representations for the purpose of analysis. Rejuvenating the study of higher-order methods, the methodology has been successfully applied to myriad problems; see [4, 16, 50, 55, 62] for example. However, an unintended consequence has been the inheritance of open problems in the field of geometric modeling, such as construction of smooth splines on unstructured quadrilateral meshes, working with trimmed geometries, transitioning from bivariate to trivariate representations, etc.; in this work we focus on the first, namely, unstructured splines.

Modeling geometries of arbitrary topologies using quadrilaterals leads, in general, to unstructured meshes containing extraordinary points, i.e., internal vertices where $\mu \neq 4$ edges meet. On the regular parts of the mesh, where the quadrilateral elements are locally arranged in a structured fashion, smooth splines can be built. However, there is no canonical way of constructing smooth splines on an unstructured arrangement of quadrilateral elements, and this leads to multi-sided holes around extraordinary points.

A smooth visual representation of spline surfaces associated with such meshes can be most easily obtained by employing the subdivision paradigm [39] — refinements applied to the mesh lead to the multi-sided holes shrinking as larger portions of the mesh become regular. However, the holes around extraordinary points only get filled in the limit of an infinite number of refinements which, practically, can never be realized. The smoothness characteristics of the resulting infinite patchwork of piecewise-polynomials can be analyzed [41, 44] and there exist efficient evaluation techniques [53]. Subdivision surfaces have been widely used in the field of computer graphics and computer animation, and have also been used in some instances for performing engineering analysis [10, 34, 46]. Nevertheless, the fact remains that these non-finite representations are much more complex to analyze and process (computation of integrals, for exam-
ple) than their closed-form counterparts that contain a finite number of polynomial patches. An alternative to the subdivision framework is a \textit{patch-based} approach, where a piecewise-polynomial spline space is defined over all elements of the mesh and special modifications to \(m\)-ring quadrilateral elements in an extraordinary point’s neighborhood are performed to ensure smoothness. This usually involves degree elevation in the immediate neighborhood of the extraordinary point [23, 24, 29, 50] and may introduce lines of reduced regularity [38, 50, 23]. All the aforementioned approaches in the literature lead to non-nested geometries during refinement, demonstrate sub-optimal approximation behavior when performing engineering analysis, and, despite geometric modeling being the driving force in their development, many of them do not yield a set of non-negative spline basis functions.

In a more recent work [36], some of the above mentioned problems are tackled by introducing \(C^1\) spline elements in the neighborhood of extraordinary points, albeit only in the context of PHT splines [13]. The construction is based on the D-patch framework developed in [44]. Although the spline basis functions built in [36] are not non-negative, the spline spaces spanned by them are provably refinable and, as shown in [36] for a Poisson problem, demonstrate \textit{almost}-optimal approximation behavior in the \(L^2\) and \(H^1\) norms. Despite the excellent results reported, the limited smoothness of PHT splines is a major shortcoming with regards to geometric modeling. Therefore, as it stands, construction of smooth spline spaces suitable for both geometric modeling and isogeometric analysis on unstructured quadrilateral meshes remains an open problem.

Note that almost all existing literature on this topic focuses on bi-cubic splines for the purposes of geometric modeling and engineering analysis. As these are the most widely used and studied class of splines in this context, we will follow suit.

In this work, taking inspiration from [36, 44], we present a novel design and analysis framework. The presentation is structured, for the sake of simplified exposition, in the context of bi-cubic, analysis-suitable T-splines [3, 26, 27, 50], the de facto standard for engineering design and isogeometric analysis. Nevertheless, the methodology seems highly portable and we expect it to be directly applicable in the context of higher
degrees and other locally refinable spline technologies (based on local tensor-product structures).

1.1. Our methodology

Before embarking upon the details of a new approach, it is always worthwhile to investigate first the motivations behind it. The driving force behind our approach is a desire for reconciliation between geometric modeling and computational (engineering) analysis, and in order to achieve this we look toward the attributes these fields prioritize.

Geometric modeling is a highly visual process and is driven by practical considerations. It is important to have simple, intuitive modeling tools that can be used to build visually pleasing geometries, and discrepancies below industrial tolerances (typically $10^{-5}$) are considered admissible. With regards to the spline technology underlying the modeling process, this suggests prioritizing (a) a set of spline basis functions possessing properties such as non-negativity, smoothness, partition of unity and local support; and (b) a control net with familiar and understandable connectivity, such that pulling on its constituent control points modifies the associated surface in an intuitive manner. At the same time, properties such as exact nestedness of geometries during refinement, and optimal approximation by the spline spaces can be disregarded to a certain extent.

Computationally analyzing the designed geometric objects, on the other hand, is very much motivated by accuracy and stability considerations. For this purpose, keeping in mind that smooth splines put higher-order methods within our reach and allow easy analysis of higher-order PDEs, we wish to be able to construct (a) a set of spline basis functions that are smooth, form a partition of unity, have local support, and can represent the designed geometric objects exactly; and (b) a refinement scheme that generates a sequence of nested spline spaces that demonstrate optimal approximation behavior. In contrast to geometric modeling, non-negativity of basis functions and the connectivity of degrees of freedom are viewed as somewhat less important. It should be noted that while the nestedness of spline spaces ensures that the geometric objects are represented exactly at all refinement levels, it is not necessary for obtaining optimal
approximation behavior.

Keeping the above in mind, we outline a novel framework for geometric modeling and isogeometric analysis on unstructured quadrilateral meshes. Given a T-mesh satisfying mild restrictions [50], we acknowledge the differing requirements posed by design and analysis and propose a two-pronged solution. We aim to construct two spline spaces, called the design and analysis spaces, for the purposes of geometric modeling and isogeometric analysis, respectively. The general requirements imposed on the functions that span each space are the following: they should be bi-cubic splines that form a convex partition of unity, be linearly independent and locally supported, and be data-independent, that is, independent of the locations of the control points. These are useful properties to have from the vantage points of both design and analysis. Additionally, the following sets of disparate objectives are prioritized:

(a) Design space, $S_D$:

- $C^1$ smooth at extraordinary points,
- the geometry must have a finite representation,
- only mesh vertices must have smooth spline basis functions associated with them, thus favoring “familiar” control nets and avoiding exotic control-point placements, and,
- for the sake of compatibility with the previous point, and as is the norm, the computational “book-keeping” [36] required when refining patch-based constructions is ignored, thereby yielding non-nested geometries; however, the geometric consistency errors [60] introduced by this non-nestededness should be kept small.

(b) Analysis space, $S_A$:

- $C^1$ smooth at extraordinary points,
- the analysis space must be rich enough to represent any element of $S_D$ exactly, and there must exist explicit, simple formulas dictating the change
of basis from the one spanning $S_D$ to the one spanning $S_A$,

- refinements should yield nested spline spaces in order to preserve the true geometry during analysis, and,

- the space must be rich enough to yield fast convergence to solutions of (higher-order) PDEs.

Aside from the proposed separation of spaces, a crucial component of our framework — actually, for all frameworks dealing with extraordinary points — is the imposition of smoothness at extraordinary points. Data-independent basis functions can be found using an optimization framework [30, 50] where the smoothness constraints are coupled with functional minimization to compute the Bézier extraction coefficients. We employ affine-invariant linear transformations, $\Pi$, for the same (in the spirit of [44]); the range of $\Pi$ being equal to the null space of the smoothness constraints. We call such linear transformations smoothing matrices. We choose this approach as it is an explicit process and allows us to determine a priori the properties of the resulting spline basis from those of the particular smoothing matrix used. Being able to determine the framework’s properties from the properties of $\Pi$ hands control over to the users. Indeed, based on the (application-dependent) properties desired from the framework, users can decide the particular linear transformations to be used for smoothness imposition.

Figure 1 summarizes the properties the resulting framework allows one to obtain. It has a number of beneficial features regardless of the choice of $\Pi$. In particular, the geometric model has (a) a finite representation, (b) the usual vertex-based control points, (c) $C^2$ smooth contact between all elements except the 1-ring elements where we have $C^1$ smoothness, and (d) small geometric consistency errors during refinement. Furthermore, during isogeometric analysis on the geometric models, we (a) obtain simple, explicit formulas for exact representations of geometric models as elements of $S_A$, and (b) observe excellent approximation behavior when solving PDEs.

**Remark 1.1.** An interesting research direction arising out of the framework is the development of smoothing matrices possessing desirable properties that they, in turn, can endow unto the spline basis functions. For example, as we will see in Sections 3
and 4, constructing basis functions that are non-negative and analysis-suitable spaces that are nested requires $\Pi$ to have non-negative entries and be idempotent, respectively.

**Remark 1.2.** In the present work, as in [36], we exploit the smoothing matrices developed in [44, Section 6]; see Section 5.1 and later. However, these matrices either have non-negative coefficients or are idempotent; we denote these by $\Pi^+$ and $\Pi^0$, respectively. This entails making a choice between non-negativity of spline basis and nestedness of analysis spaces. While [36] chose $\Pi^0$ resulting in nested spaces, we focus primarily on non-negativity when presenting an instantiation of the framework in Section 5. While both choices result in excellent approximation behavior, we work with $\Pi^+$ as it yielded higher quality surfaces when applied to geometric modeling applications.

**Remark 1.3.** The initial $S_A$ and subsequent refinements can exactly replicate the final, refined design space, $S_D$, if the smoothing matrix ensures nestedness. Therefore, with the additional property of partition of unity, the isoparametric concept implies all rigid body motions and uniform strain states are exactly representable. These facts imply all patch tests are automatically passed. If the smoothing matrix does not ensure nestedness, patch tests are still satisfied assuming that, at each refinement level, the analysis space is used to represent the geometry.

1.2. Related literature

The subdivision paradigm [39] has been used extensively in the fields of computer graphics and computer animation. The infinite piecewise-polynomial patchwork around

---

1 Contingent upon the properties of the smoothing matrix; see Sections 3 and 4.
extraordinary points means that analyzing smoothness of the limit surface is an involved process. In [42], a solution was presented for analyzing tangent plane continuity of limit surfaces using eigenvalues of the subdivision matrix and characteristic maps. For higher-order smoothness, degree estimates and construction of subdivision schemes were presented in [40, 41, 43]. While subdivision usually deals with uniform non-rational splines, non-uniform subdivision surfaces can be built, see [52] for example, and, in particular, a scheme for building non-uniform rational subdivision surfaces of arbitrary topology and arbitrary odd degrees was presented in [7]. The scheme made use of the multi-stage symmetric and non-uniform knot-insertion scheme developed in [8]. Notable examples of use of subdivision surfaces for engineering analysis are [9, 10, 34, 46]. In [56], a framework for truncated hierarchical Catmull–Clark subdivision with local refinement is developed but suffers from the lack of an inexpensive and accurate quadrature scheme, a problem common with subdivision-based schemes.

Schemes that rely on a finite polynomial patchwork around extraordinary points have also been explored extensively over the years. A methodology for patching Catmull–Clark meshes using NURBS patches that are $C^2$ almost everywhere, and tangent-plane continuous near extraordinary points was presented in [38]. Second-order smoothness was achieved in [24, 31, 40], for example, using Bézier patches of degrees 6 and 7. In particular, [31] explicitly computed data-independent spline basis functions by minimizing a quadratic energy functional. The basis functions, however, violated the convex hull property as they were observed to be slightly negative.

The observation that geometrically continuous constructions yield parametrically continuous isogeometric methods [18] has been put to use in [23, 34, 35] for performing engineering analysis on unstructured meshes. While optimal convergence rates have been reported for the special case of bi-quadratic splines with symmetric tessellations of a disk utilizing only valence 3 extraordinary points, in general they are sub-optimal. For example, in the bi-cubic spline setting, [23] performed a $G^1$ construction using bi-quartic Bézier elements near extraordinary points and observed error convergence rates similar to bi-quadratic elements. The $G^1$ join of bi-linearly parameterized patches
presented in [11, 22] leads to optimal convergence rates but does not have a nice set of non-negative spline basis functions and, more importantly, is not applicable to the multi-sided hole problem as posed here.

A possible extension of T-splines to unstructured quadrilateral meshes for the purpose of design and analysis was presented in [50], and applications to the boundary element method were considered in the same work. Linear independence of analysis-suitable T-splines over unstructured meshes was proven in [25]. Truncated T-splines were presented in [57] using a $G^1$ construction around extraordinary points, but sub-optimal approximation behavior was observed. The geometric consistency errors introduced by non-nested refinements of unstructured T-spline geometries were analyzed in [60], and a new refinement scheme was proposed with the aim of achieving uniform meshes upon refinement. An analysis-oriented application showed that error convergence rates were similar to those for bi-quadratic splines.

Bi-cubic Hermite spline spaces over quadrilateral meshes with arbitrary topology were investigated in depth in [58]. In particular, their Hermite basis functions are allowed to be singular at extraordinary points by means of vanishing first derivatives. Optimal approximate rates in the $L^2$ norm were proved theoretically and observed numerically for a second-order non-linear PDE. Similarly, [36] constructed bi-cubic $C^1$ spline elements that complement PHT-splines [13] by utilizing a singular construction from [44] coupled with a $2 \times 2$ element splitting around the extraordinary point. Almost-optimal convergence rates for the Poisson equation were observed numerically. However, the fact that PHT-splines are only $C^1$ in the bi-cubic setting limits applicability of their technique.

Manifold techniques are another well-known approach in computer graphics for construction of smooth surfaces [17, 33, 59]. Recently, [32] employed such a technique in the context of isogeometric analysis. Almost-optimal convergence rates were shown for the Poisson equation in the bi-quadratic setting. However, the basis functions they constructed are not non-negative and require an excess of quadrature points. T-spline manifolds were studied in [47], for which optimal approximate rates in the $L^2$
norm were proved theoretically in a simplified configuration (with $C^0$ continuity in the neighborhood of the extraordinary point).

1.3. Overview

In Section 2, we introduce preliminary concepts related to unstructured meshes and the existing literature our technique is based upon. In particular, Section 2.1 introduces an approach for smoothly joining $\mu \neq 4$ Bézier patches at an extraordinary point using singular parameterizations and suitable smoothing matrices, $\Pi$, while Section 2.2 defines unstructured quadrilateral meshes in the context of our work.

In Section 3 we propose a framework for geometric modeling on unstructured meshes. Section 3.2 outlines the construction of vertex-based spline basis functions that have local support and form a (possibly convex) partition of unity. They are $C^1$ on the 1-ring elements and $C^2$ everywhere else. A simple refinement scheme is presented in Section 3.3.

In Section 4 we describe a framework for performing analysis on the unstructured geometries built in Section 3. Section 4.3 outlines the construction of analysis-suitable spline basis functions that have local support, form a (possibly convex) partition of unity, and are at least $C^1$ smooth in the neighborhood of extraordinary points. We prove nestedness of the constructed spline spaces under refinement in Section 4.4, demonstrating the possibility of exact geometry representation at all refinement levels.

In Section 5, we instantiate our abstract framework, and several numerical tests demonstrate its applicability to geometric modeling (Section 5.2) and isogeometric analysis (Section 5.3). Extensions (to arbitrary degrees, other locally refinable spline technologies, etc.) are briefly discussed in Section 6.

2. Preliminaries

In this section we collect several preliminary concepts and notations that are needed for the construction of our spline spaces over unstructured quadrilateral meshes.

First, we present in Section 2.1 a methodology for connecting $\mu$ Bézier patches smoothly at an extraordinary point using singular parameterizations. Subsequent to
Figure 2: A bi-cubic Bézier parent element, ω, together with a schematic representation of the corresponding Bézier control points $B_{pq}$, $p,q = 0,\ldots,3$, is shown in Figure 2a. The labeling of elements obtained after refining the Bézier element is shown in Figure 2b.

definitions of Bézier patches and degenerate Bézier patches, or $D$-patches, we review in Section 2.1.1 the $C^1$ smoothness constraints placed on the Bézier control points when two Bézier patches share a common edge. In Section 2.1.2 we outline a solution to the smooth contact of $\mu$ uniform Bézier patches at an extraordinary point using the theory of D-patches developed in [44]. Then, in Section 2.1.3 we introduce suitable linear transformations that can be used as smoothing matrices. In our work, instead of a direct application of the D-patch framework, we will first apply a $2 \times 2$ split to each of the Bézier elements, as in [36], and Section 2.1.4 elaborates upon the approach. In Section 2.2 we define all relevant concepts related to unstructured quadrilateral meshes and introduce definitions of admissible meshes. Finally, in Section 2.3 we give an outlook on our approach for constructing unstructured spline spaces in terms of smooth basis functions with specific properties of interest for design and analysis.

2.1. Degenerate Bézier patches

A bi-cubic Bézier patch $x$ is obtained by mapping a parent element $\omega := [0,a^1] \times [0,a^2] \subset \mathbb{R}^2$, where $a^1,a^2 > 0$, to $\mathbb{R}^d$ using 16 bi-cubic Bernstein (polynomial) basis functions, $b_{pq}$, and 16 Bézier control points or degrees of freedom, $B_{pq} \in \mathbb{R}^d$, 

$$x(u,v) := \sum_{p,q=0}^{3} B_{pq}b_{pq}(u,v) \in \mathbb{R}^d, \quad u := (u,v) \in \omega .$$  

(2.1)

Such a Bézier parent element is visualized in Figure 2. Note that, when needed, we will denote the local coordinate system of Bézier elements with the same colored arrows as in Figure 2, and this convention will also inform the numbering of the control points. 
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**Definition 2.1** (D-patch [44]). A Bézier patch is called a (generic) D-patch if

(a) it is degenerate at $B_{00}$,

$$B_{00} = B_{10} = B_{01} = B_{11},$$  \hspace{1cm} (2.2)

(b) there exist constants $\alpha, \delta \in \mathbb{R}$ and $\beta, \gamma \in \mathbb{R}^+$ such that,

$$\begin{bmatrix} B_{21} - B_{00} \\ B_{12} - B_{00} \end{bmatrix} = \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \begin{bmatrix} B_{20} - B_{00} \\ B_{02} - B_{00} \end{bmatrix},$$  \hspace{1cm} (2.3)

(c) $B_{20} - B_{00}$ and $B_{02} - B_{00}$ are linearly independent.

There exists a regular smooth re-parameterization for a (generic) D-patch in a neighborhood of $B_{00}$, and it has a well-defined tangent plane there spanned by the vectors $(B_{20} - B_{00})$ and $(B_{02} - B_{00})$. We also recall a last result from [44] that concerns the refinability of D-patches.

**Proposition 2.1.** Let the Bézier control points $B_{pq}$, $p, q = 0, \ldots, 3$, define a D-patch $\omega$ for constants $\alpha, \beta, \gamma$ and $\delta$. After performing a dyadic refinement for this Bézier element we get 4 new Bézier elements (see Figure 2b). The control points $\tilde{B}_{pq}$, $p, q = 0, \ldots, 3$, related to $\omega_{11}$ also define a D-patch with constants $\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}$ and $\tilde{\delta}$ where,

$$\tilde{\alpha} = \frac{1}{2}(\alpha + 1), \quad \tilde{\beta} = \frac{1}{2}\beta, \quad \tilde{\gamma} = \frac{1}{2}\gamma, \quad \tilde{\delta} = \frac{1}{2}(\delta + 1).$$  \hspace{1cm} (2.4)

Before we proceed to a solution to the problem of smooth contact at an extraordinary point, we briefly recall the well-known constraints that the control points need to satisfy when two Bézier patches join smoothly at a common edge.

### 2.1.1. Two Bézier patches sharing an edge

For $i \in \{1, 2\}$ define Bézier patches $x^i$ as in Equation (2.1) for parent elements $\omega^i := [0, a^i] \times [0, a^{i+1}]$ and control points $B^i_{pq}$. Let $x^1$ and $x^2$ join parametrically smoothly such that,

$$x^1(0, t) = x^2(t, 0), \quad x^1_{a}(0, t) = x^2_{v}(t, 0), \quad t \in [0, a^2].$$  \hspace{1cm} (2.5)

Using Equation (2.1) and elementary properties of the Bernstein basis functions, the above constraints can be equivalently posed in terms of the Bézier control points,

$$B^1_{0q} = B^2_{q0} = \frac{a^3}{a^3 + a^1} B^1_{1q} + \frac{a^1}{a^3 + a^1} B^2_{q1}, \quad q = 0, \ldots, 3.$$  \hspace{1cm} (2.6)
2.1.2. Smooth contact of $\mu$ uniform Bézier patches

Let us now present, in the same vein as [44], a possible solution to the problem of smoothly joining $\mu \geq 3$ Bézier patches at an extraordinary point using D-patches. We consider Bézier patches $x^i$, where $i = 1, \ldots, \mu$ and $\mu \in \mathbb{N}\setminus\{1, 2, 4\}$, such that,

(a) $x^i$ are uniform Bézier patches, i.e., they share a common, square parent element, $\omega := [0, a]^2$, $a > 0$, and,

(b) $x^i$ joins $x^{i+1}$ parametrically smoothly,

$$x^i(0, t) = x^{i+1}(t, 0), \quad x^i_+(0, t) = x^{i+1}_+(t, 0), \quad t \in [0, a],$$

where the index $i$ is to be understood modulo $\mu$. The common corner at which all patches meet, $B_{00} := B_{01} = \cdots = B_{0\mu}$, is an extraordinary point of valence $\mu$. Expressing the smoothness condition in Equation (2.7) in terms of the Bézier control points as in Equation (2.6), we obtain a cyclic system of equations,

$$B^i_{0q} = B^{i+1}_{q0} = \frac{1}{2} B^i_{1q} + \frac{1}{2} B^{i+1}_{1q}, \quad q = 0, \ldots, 3,$$

(2.8)

with $i$ understood modulo $\mu$. The solution to this cyclic system of equations that ensures a well-defined tangent plane at the extraordinary point requires the $\mu$ Bézier patches to be D-patches. This implies that we must have for all $i$,

$$B^i_{00} = B^i_{10} = B^i_{01} = B^i_{11} =: B_{00}.$$  

Therefore, assuming that the Bézier elements are smoothly connected, the corresponding control points must satisfy the following system of equations, where we have used Equations (2.3) and (2.8),

$$
\begin{bmatrix}
    B^i_{21} - B_{00} \\
    B^i_{12} - B_{00}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
    \alpha^i & \beta^i \\
    \gamma^i & \delta^i
\end{bmatrix}
\begin{bmatrix}
    B^i_{21} + B^{i-1}_{12} - 2B_{00} \\
    B^i_{12} + B^{i+1}_{21} - 2B_{00}
\end{bmatrix},
$$

(2.9)
for some constants $\alpha^i, \delta^i \in \mathbb{R}$ and $\beta^i, \gamma^i \in \mathbb{R}^+$. This, in turn, implies that out of the Bézier degrees of freedom,

$$\{B_{21}^i, B_{12}^i : i = 1, \ldots, \mu\} \cup \{B_{00}\},$$

only 3 can be chosen independently. Alternatively, we can arrange the smoothness constraints above in a matrix $A$ (whose null space has dimension 3) and collect control points $\{B_{11}^i, B_{21}^i, B_{12}^i : i = 1, \ldots, \mu\}$ into vectors, $B_{pq} := [B_{pq}^1, \ldots, B_{pq}^\mu]$, such that the following equation is satisfied,

$$A [B_{11}, B_{21}, B_{12}]^T = 0. \quad (2.10)$$

### 2.1.3. Smoothness-enforcing matrices

To avoid the inconvenience of choosing control points such that they a priori satisfy Equation (2.10), we introduce a set of linear transformations, $\Pi$, which we call smoothing matrices.

**Definition 2.2** (Smoothing matrix). A matrix $\Pi$ of size $3\mu \times 3\mu$ is called a smoothing matrix if,

(a) $\Pi$ is affine-invariant, and,

(b) columns of $\Pi$ span the null space of the matrix $A$ in Equation (2.10).

Arbitrary control points $\{B_{11}^i, B_{21}^i, B_{12}^i : i = 1, \ldots, \mu\}$ that do not necessarily satisfy Equation (2.10) can be transformed by such a smoothing matrix $\Pi$ into a set of control points that do,

$$[b_{11}, b_{21}, b_{12}]^T = \Pi [B_{11}, B_{21}, B_{12}]^T. \quad (2.11)$$

Once the new, constraint-satisfying control points $\{b_{11}^i, b_{21}^i, b_{12}^i : i = 1, \ldots, \mu\}$ have been obtained as above, one can obtain the remaining control points on the intra-element boundaries using Equation (2.8).

**Remark 2.1.** Due to Proposition 2.1, refinability of D-patches implies that the smoothness constraint matrices $A$ depend on the refinement level as the set of constants $\{\alpha^i, \beta^i, \gamma^i, \delta^i : i = 1, \ldots, \mu\}$ changes with each refinement. Thus, a necessary condition for refinability is ensuring that at each refinement level the columns of $\Pi$ span the null space of the appropriately modified $A$. 
Depending upon the additional properties that \( \Pi \) might have, we can make statements about the behavior of the transformed control points, \( b^i_{pq} \), obtained using Equation (2.11). We are particularly interested in two such properties — positive coefficients and idempotence — and the consequence of having these properties is stated explicitly in the following straightforward results.

**Lemma 2.1.** If \( \Pi_{ij} \geq 0, \forall i, j = 1, \ldots, 3\mu \), then the control points \( \{ b^i_{11}, b^i_{21}, b^i_{12} : i = 1, \ldots, \mu \} \) obtained using Equation (2.11) lie within the convex hull formed by the control points \( \{ B^i_{11}, B^i_{21}, B^i_{12} : i = 1, \ldots, \mu \} \).

**Lemma 2.2.** If \( \Pi^2 = \Pi \), then \( \Pi \) is a projection and \( [b^i_{11}, b^i_{21}, b^i_{12}]^T = \Pi [b^i_{11}, b^i_{21}, b^i_{12}]^T \).

Perhaps not surprisingly, the properties mentioned in Lemmas 2.1 and 2.2 will be useful in the construction of non-negative spline basis functions and nested spline spaces, respectively; see Sections 3 and 4.

2.1.4. A 2 \times 2 split before \( \Pi \)

Recently, [36] utilized the D-patch framework and a specific smoothing matrix developed in [44], and coupled them with a 2 \times 2 Bézier element splitting to construct \( C^1 \) spline elements that complement PHT-splines. We adopt the same approach, albeit leaving the smoothing matrix \( \Pi \) as a variable. We next present a short overview of the approach.
Suppose that the Bézier control points of μ Bézier elements meeting at an extraordinary point already satisfy Equation (2.8) for \( q = 1, 2, 3 \). Then, the following is done to enforce \( C^1 \) smoothness at the extraordinary point. Figure 3 helps illustrate the steps below, and we will refer to this methodology as the \textit{split-then-smoothen} approach.

(a) First, split each \( \mathbf{x}^i \) into 4 sub-elements \( \mathbf{x}^{i,jk}, j, k \in \{1, 2\} \), by splitting the parent element \( \omega^i = \omega = [0, a]^2 \) along parameter lines \( u = a/2 \) and \( v = a/2 \). The sub-elements \( \omega^{i,jk} \) are indexed with \( jk \) as in Figure 3b. Let \( \mathbf{B}^{i,jk}_{pq} \) be the control points that define the sub-element \( \mathbf{x}^{i,jk} \). Recall that \( \mathbf{B}^{i,jk}_{pq} \) can be obtained from control points \( \mathbf{B}^i_{pq} \) using the de Casteljau algorithm. Let us denote with \( S^{jk} \) the matrix that acts upon the vector of control points \( \mathbf{B}^i_{pq} \) to yield control points \( \mathbf{B}^{i,jk}_{pq} \) when the square parent element \( \omega \) is split at parameter lines \( u = a/2 \) and \( v = a/2 \). Then, we can write,

\[
\mathbf{B}^{i,jk} = S^{jk} \mathbf{B}^i .
\] (2.12)

(b) Next, transform the control points \( \{\mathbf{B}^{i,11}_{11}, \mathbf{B}^{i,11}_{21}, \mathbf{B}^{i,11}_{12} : i = 1, \ldots, \mu\} \) using \( \Pi \), as shown in Equation (2.11).

(c) Finally, for all \( i \), adjust the control points at the boundaries of sub-elements \( \mathbf{x}^{i,11} \) in a manner similar to Equation (2.6) such that \( C^1 \) smoothness between \( \mathbf{x}^{i,11} \) and its neighbors is ensured.

Let us arrange the initial set of Bézier control points \( \mathbf{B}^i_{pq}, i = 1, \ldots, \mu, \) and \( p, q = 0, \ldots, 3 \), in a vector \( \mathbf{B} \). Furthermore, let the final set of projected control points on each \( \omega^{i,jk} \) be arranged in a vector \( \mathbf{b}^{i,jk} \). Then, using the above approach, we can construct linear maps \( \Pi^{i,jk} \) such that,

\[
\mathbf{b}^{i,jk} = \Pi^{i,jk} \mathbf{B} .
\] (2.13)

We will refer to an un-split Bézier element as the \textit{macro} element, and we will call each of the four sub-elements the \textit{micro} elements. Quantities associated with the macro elements may be called macro quantities, and similarly for micro elements. For
instance, the initial set of un-smoothed control points may be called the macro control points, while the smoothed control points on each micro element may be called the micro control points.

2.2. Unstructured quad mesh

We define an unstructured quadrilateral mesh, $\mathcal{M}$, as in [50] but with some differences in terminology. Such a mesh is composed of quadrilaterals called *elements* or *faces*, and it can contain

(a) *T-junctions*: these are vertices that are analogous to hanging nodes in the finite element literature, and

(b) *extraordinary points*: these are vertices in the mesh interior that are not T-junctions and where $\mu \neq 4$ edges meet.$^1$

$^1$There is also the possibility of extraordinary points on mesh exterior boundaries, but we do not consider them herein.
An example $\mathcal{M}$ is shown in Figure 4. To each vertex in $\mathcal{M}$, a control point $P_\ell \in \mathbb{R}^d$ and a weight $w_\ell \in \mathbb{R}^+$ are assigned. We will denote with $P_\ell^w := (w_\ell P_\ell, w_\ell) \in \mathbb{R}^{d+1}$ the homogeneous form of control points. The global index $\ell$ runs from 1 to $n$, which is the total number of vertices in $\mathcal{M}$. We will assume that there are $n_{ep}$ extraordinary points in the mesh with valences $\mu_i$, $i = 1, \ldots, n_{ep}$.

The set of 0-ring faces of an extraordinary point is by definition empty, and its 1-ring faces are all those that touch the extraordinary point. For $m \geq 2$, the $m$-ring faces of an extraordinary point are all faces that touch the $(m - 1)$-ring faces and are not a part of the $(m - 2)$-ring faces. The $m$-disk neighborhood of an extraordinary point is defined as the set containing all its 1-, 2-, $\ldots$, $m$-ring faces. The edges emanating from the extraordinary point will be called spoke edges.

The set of 0-ring vertices of an extraordinary point contains only the extraordinary point itself. For $m \geq 1$, the $m$-ring of vertices contains all those that lie on the $m$-ring of faces but are not a part of the $(m - 1)$-ring of vertices. The $m$-disk of vertices is defined as the union of all the 0-, 1-, 2-, $\ldots$, $m$-ring vertices. The same terminology will be used for the associated control points.

In the context of T-splines, we also need the concept of T-junction extensions, which are normally composed of face and edge extensions. Face and edge extensions are defined to be closed, directed line segments originating at a T-junction [27, 49]. The elemental mesh, $\mathcal{M}_{el}$, is formed by adding all T-junction face extensions to $\mathcal{M}$, as shown in Figure 4b. The part of a face extension that lies on the face adjacent to the T-junction is called a one-bay face extension. Each face of $\mathcal{M}_{el}$ is assigned a bi-cubic Bézier element; we will denote the $e^{th}$ Bézier element with $\omega^e$. To complete the specification of the spline basis to be defined over $\mathcal{M}_{el}$, non-negative real numbers, called knot spans, are assigned to its edges. Knot spans denote lengths in the parametric domain and we require that knot spans on opposite sides of every face in $\mathcal{M}_{el}$ sum to the same value. Usually, the outer layer of faces is excluded from $\mathcal{M}_{el}$ as at least two of their edges are assigned zero knot spans to emulate open knot vectors at mesh external boundaries.
Definition 2.3 (Admissible mesh). The mesh $\mathcal{M}$ is said to be admissible if it satisfies the following restrictions:

(a) no T-junction extensions intersect,

(b) no one-bay face extension subdivides a face in the 3-disk neighborhood of an extraordinary point, and,

(c) no extraordinary point lies within the 3-disk neighborhood of another.

T-splines defined over an admissible mesh are called analysis-suitable as such T-splines have linearly independent basis functions forming a convex partition of unity [25, 61]. The concept of analysis-suitable T-splines was originally developed for T-meshes that have no extraordinary points [27]. The restrictions in Definition 2.3 are actually mild. Indeed, an inadmissible $\mathcal{M}$ that satisfies the first condition can be made admissible after at most two local subdivision steps.

Remark 2.2. For our developments, we will only require the linear independence of the “regular” T-spline basis functions from [50, 25] — these are T-splines that are identically zero on the 1-ring elements of extraordinary points.

Working with admissible meshes has at least two upshots.

- The 2-disk neighborhood of an extraordinary point is unaffected by the presence of T-junctions or extraordinary points elsewhere in the mesh.

- Each face in $\mathcal{M}$ that lies in the 2-disk neighborhood of an extraordinary point will be assigned a single Bézier element.

These allow for greatly simplified exposition. We will make use of the above observations and present our approach towards unstructured splines as local modifications applied to 2-disk neighborhoods in isolation. Figure 5 shows one such 2-disk neighborhood for a valence 5 extraordinary point.

Remark 2.3. As is often done in the literature, we will abuse the term “extraordinary point” to mean either the mesh-vertex where $\mu \neq 4$ edges meet or the control point associated with such a vertex. Similarly, “element” will either mean a quadrilateral face in the elemental mesh or the Bézier element associated with such a face. The specific meaning being implied will be clear from the context.

Definition 2.4 (Standard mesh). The mesh $\mathcal{M}$ is said to be standard if it is admissible and for any given extraordinary point, its spoke edges have the same knot spans assigned to them.
Figure 5: An admissible mesh, see Definition 2.3, has each extraordinary point neighborhood unaffected by T-junctions and extraordinary points elsewhere in the mesh.

A non-standard admissible mesh can be standardized using the subdivision algorithm provided in [7] to refine in the neighborhoods of extraordinary points, without violating conditions of admissibility. This can be performed in at most two subdivision steps. We justify the standardization step by its beneficial consequences for geometric modeling. We list some of these below, and the details will be provided in Section 3.

- On a standard mesh, it is possible to build spline surfaces such that the 2-ring elements of an extraordinary point join in $C^2$ fashion with all their 1- and 2-ring neighbors.

- As a consequence of the above mentioned additional smoothness, it is possible to exactly preserve the geometric map of 2-ring elements during mesh refinements. (We refer to Section 3.3.1 for the related discussion of why we choose not to preserve geometric maps for all elements during refinement.)

- Limiting all geometric-map changes to the 1-ring of elements enables us to come up with a very simple mesh refinement scheme in the extraordinary point’s neighborhood. Several numerical tests in Section 5.2 highlight the fact that our approach leads to only small geometric consistency errors [60].

Remark 2.4. Mesh standardization is certainly not mandatory and, if one wishes to work with non-uniform knots at the extraordinary point, we propose alternatives in
Section 6. However, we believe that the aforementioned benefits usually outweigh the minor inconvenience of the standardization step.

2.3. Unstructured spline spaces: Outlook

We will construct spline spaces suitable for design and analysis over a standard mesh $M$ in Section 3 and 4, respectively. They will be referred to as design and analysis spaces, respectively. For this purpose, we will group the control points and elements in $M$ as being regular, transition or irregular. The following discussion of these labels motivates the naming convention.

- The regular control points will be unaffected by the presence of extraordinary points, and will have well-defined spline basis functions associated with them in the context of the T-spline theory. Therefore, we will largely exclude them from the following sections. Instead, we refer the reader to papers such as [3, 27, 48, 49] for details. As a consequence of mesh standardization, even the transition control points will have well-defined $C^2$ T-spline basis functions associated with them. However, we will include them in our discussions as they will be supported, in part, over the transition and irregular elements.

- In general, the elements of our design and analysis spaces will be $C^2$ smooth across all regular element boundaries, and $C^1$ smooth across all irregular element boundaries. The transition elements will be the single layer of elements separating regular and irregular elements.

Our approach toward the construction of design and analysis spaces will be indirect: we will focus on the construction of smooth, linearly independent spline functions over $M$. The design and analysis spline spaces will simply be defined as the span of these splines. Each of the spline functions will be associated with a single degree of freedom. For geometric modeling, we will choose as the degrees of freedom the control points at the vertices of $M$. For isogeometric analysis, we will exclude some of these vertex-based control points and introduce new ones on Bézier element interiors.

The construction of smooth spline basis functions over $M$ will be done in a two-step process.
(a) **Macro extraction**: On the irregular and transition elements, we will construct a linear map from spline control points to the element-local Bézier control points. Such a linear map is called the *Bézier extraction operator* [6, 48], as it essentially extracts the Bézier element from the spline control points. Its transpose, referred to as the *spline extraction operator* here, maps the locally defined Bernstein basis functions on each Bézier element to the global spline basis functions. We will call it the *macro* spline extraction operator.

(b) **Micro extraction**: The spline basis functions defined using the macro extractions on each element will be smooth except on the 1-ring elements around the extraordinary point. We will rectify this using the split-then-smoothen approach from Section 2.1.4 — the macro extractions on 1-ring elements will be composed with the splitting and smoothing matrices from Section 2.1.2. This will yield spline basis functions that are linear combinations of Bernstein basis functions defined on the sub-elements of the $2 \times 2$-split 1-ring elements, and the corresponding linear map will be called the *micro* spline extraction operator.

**Remark 2.5.** The exact sets of elements and control points which will be put in the categories regular, irregular, etc., will be constructed differently for the purposes of geometric modeling and isogeometric analysis (cf. Section 3.1 and Section 4.1, respectively). These differences arise out of our decision to adopt different approaches towards refinements of design and analysis spaces, and our motivations are elaborated upon in Section 3.3.1.

3. **Unstructured spline surfaces**

We focus on aspects related to geometric modeling in this section. Specifically, given a mesh $\mathcal{M}$, we look at the construction of smooth surfaces on it. For this purpose, we present the construction of a smooth spline space, the *design space*, over $\mathcal{M}$ in Section 3.2. Subsequently, we propose a simple refinement strategy in Section 3.3. As is usual in unstructured spline treatments, we choose a simple refinement strategy that leads to non-nested geometries, and Section 3.3.1 sheds light on the reasons behind this decision. We start off by defining some additional terminology for the control points and elements in an extraordinary point’s neighborhood.
3.1. Irregular and regular control points and elements

As mentioned in Section 2.3, we place additional labels on the control points and elements in the neighborhoods of extraordinary points, and these are given below. Figure 6 illustrates the labels.

- The 1-disk control points of an extraordinary point will be collectively called irregular control points. We will further distinguish between two types: the extraordinary points and their 1-ring control points, referring to them as $T_1$ and $T_2$ irregular control points, respectively. The 2-ring control points will be called transition, and all other control points will be called regular.

- The 1-ring elements of an extraordinary point will be called irregular, while the elements that lie in the 2-ring will be called transition elements. All other elements will be called regular.

3.2. Spline basis construction

In this section, we outline the construction of spline functions on mesh $\mathcal{M}$ for geometric modeling. We will assume that $\mathcal{M}$ has been standardized. Each control
point $P'_w$ will have an associated spline function $M_\ell$, and the space spanned by these will be called the design space, denoted by $S_D$,

$$S_D := \text{span} \left( M_\ell : \ell \in \{1, \ldots, n\} \right).$$  \hspace{1cm} (3.1)

A spline function $M_\ell$ will be called regular, transition or irregular in accordance with the label of its control point $P'_w$.

As explained in Section 2.3, we will focus only on the construction of spline functions associated with the irregular control points. For the $i^{th}$ extraordinary point and its 2-disk neighborhood, we define $I^{f,i}$ and $T^{f,i}$ as the sets that contain all indices (i.e., their labels as per some global numbering scheme) corresponding to irregular and transition elements, respectively. Similarly, we define $I^{v,i}$, $T^{v,i}$ and $R^{v,i}$ as the sets that contain all indices corresponding to irregular, transition and regular control points, respectively; see Figure 6 for reference. Our construction can be succinctly explained as follows.

(a) **Macro extraction:** For all $e \in I^{f,i} \cup T^{f,i}$, using the rules in Appendix A, we first construct the Bézier extraction $E_e$ on $\omega^e$. Using the macro spline extraction, $C_e := E_e^T$, we then obtain spline functions $M_\ell|_{\omega^e}$ associated with control points $P'_w$ in terms of the Bernstein basis functions defined on $\omega^e$. The spline functions thus defined are $C^2$ for $\ell \in T^{v,i}$. However, for $\ell \in I^{v,i}$ the spline functions $M_\ell$ are only $C^0$ across the spoke edges, while $C^2$ at the contact between transition elements and their neighbors.

(b) **Micro extraction:** We now wish to increase the smoothness of the spline functions across spoke edges. Consider spline function $M_\ell$, $\ell \in I^{v,i}$, and collect its associated spline extraction coefficients from $C_e$ for all $e \in I^{f,i}$. These extraction coefficients are the Bézier degrees of freedom associated with $M_\ell$ on each irregular element. Then, we modify these degrees of freedom using Equation (2.13). Doing so for each spline function and for each irregular element, we obtain four micro spline extractions $C_{e,jk}$ over each of the sub-elements $\omega^{e,jk}$ obtained by splitting $\omega^e$, $j,k \in \{1,2\}$. These result in $C^1$ smooth spline functions $M_\ell$, $\ell \in I^{v,i}$, over
Figure 7: Imposition of smoothness at the extraordinary point is performed by modifying 1-ring Bézier elements using the split-then-smoothen approach from Section 2.1.4. Referring to Figure (c), the construction in Section 3.2 leads to spline functions with smoothness $C^2$ across the black lines and $C^1$ across the red ones.

The above procedure is repeated for the 2-disk neighborhoods of all $n_{ep}$ extraordinary points, and completes the construction of a spline function associated with each irregular control point. Figure 7c shows the smoothness of spline functions built using our construction: for $\ell \in T^{v,i}$, $M_\ell$ is $C^2$ smooth across the black lines, $C^1$ smooth across the red lines, and a polynomial in the white space. The regular and transition control points are all associated with $C^2$ spline functions. Examples of irregular splines built in the above manner are presented in Section 5.

Remark 3.1. The rules in Appendix A are those from [50] albeit with a small modification: the computation of vertex control points in Equation (A.4) differs from the one in [50] by a factor of $\frac{2}{n}$. This change has been introduced to ensure that all rows of the macro Bézier extraction $E_e$ sum to 1, and helps retain partition of unity.

Proposition 3.1. The spline functions $M_\ell$, $\ell = 1, \ldots, n$, have local support, and form a partition of unity. Moreover, the spline functions are non-negative if the smoothing matrices used have non-negative entries only.

Proof. In the regular regions of the mesh, all the properties follow from the T-spline theory [61]. Therefore, let us consider a 2-disk neighborhood of one of the extraordinary points (with index $i$). On all $e \in T^I_i \cup T^f_i$, the properties of non-negativity, partition of unity, and locality follow directly from the above construction (i.e., the properties of the extraction operators).

- The properties are obvious for transition elements as they only involve the macro extraction operators built using rules in Appendix A.

- On irregular elements, construction of $E_e$ in accordance with Appendix A implies that all of its rows sum to 1 and all of its entries are non-negative. Then, from the
affine-invariance of the smoothing matrices it is clear that each column of \( C_{e,jk} \)
will sum to 1 for all \( j, k \in \{1, 2\} \). Moreover, using Lemma 2.1, the smoothing
matrices having non-negative entries is a sufficient condition for \( C_{e,jk} \) to have non-
negative entries or, in other words, a sufficient condition for the spline functions
\( M_\ell \) to be non-negative.

\[ \Box \]

**Proposition 3.2.** The spline functions \( M_\ell, \ell = 1, \ldots, n \) form a basis for \( S_D \).

**Proof.** We approach the proof by showing that the representation of the zero function
should have zero coefficients. Suppose

\[ \sum_{\ell=1}^{n} c_\ell M_\ell \equiv 0, \quad (3.2) \]

on all elements of the mesh. We observe the following.

- The regular spline functions are linearly independent amongst themselves by the
  T-spline theory [25].

- The regular spline functions in the 3-ring of an extraordinary point are the only
  ones that share supports with the transition and irregular spline functions.

Therefore, the coefficients \( c_\ell \) in Equation (3.2) must be zero for \( \ell \in R^v \setminus \bigcup_{i=1}^{n_{ep}} R^v,i \), where
\( R^v \) contains indices of all regular spline functions. In order to prove linear independence
of the remaining spline functions, it is sufficient to focus on the transition elements.
Consider the 2-disk neighborhood of the \( i^{th} \) extraordinary point, the one shown in
Figure 6, for instance.

Let \( e \in T^{f,i} \) correspond to the shaded element \( \omega^e \) in Figure 8. Let \( G_e \) be the
spline extraction operator that maps the 16 Bernstein basis functions defined on \( \omega^e \)
to the \( 4 \times 4 \) grid of spline functions surrounding \( \omega^e \) (their control points are shown in
Figure 8 using blue disks). Since \( G_e \) constructed in accordance with Appendix A is a
non-singular \( 16 \times 16 \) matrix, reproduction of the zero function on \( \omega^e \) implies that the
coefficients \( c_\ell \) associated with the \( 4 \times 4 \) grid of spline functions must vanish.

Then, by considering all transition elements one by one, it is easy to see that
the reproduction of zero implies that the coefficients \( c_\ell \) associated with all degrees of
freedom shown in Figure 6 must be equal to zero. Repeating the argument for all
extraordinary points proves that all coefficients \( c_\ell \) in Equation (3.2) must be zero, and
so the assertion follows. \[ \Box \]

Our proposed construction has the following advantages.

- We only use a finite number of bi-cubic Bézier elements for the \( C^1 \) completion
  around the extraordinary points.

- Standardization of \( M \) ensures that using the extraction rules in Appendix A
  leads to \( C^2 \) smooth contact of transition elements with all their neighbors.
Figure 8: The $4 \times 4$ grid of control points that contribute to the Bézier control points on the lightly-shaded transition element are depicted with blue disks.

- The $2 \times 2$ split employed leads to a limited footprint of the D-patch framework’s application. Indeed, the geometric map of transition elements is unaffected and the $C^2$ smooth contact between irregular and transition elements is preserved.

Using the spline basis functions $M_\ell$ and control points $P^w_\ell$, an unstructured spline surface $S \subset \mathbb{R}^d$ can be constructed by the usual perspective projection of $S^w$ from $\mathbb{R}^{d+1}$ to $\mathbb{R}^d$ where,

$$S^w(u, v) = \sum_{\ell=1}^n P^w_\ell M_\ell(u, v). \quad (3.3)$$

### 3.3. Refining surfaces

In the last section we saw the construction of unstructured spline surfaces, and we aim to discuss refinement of such surfaces here. However, before we proceed with the details, it is worthwhile to delve a little deeper into what refinement entails, and why non-nested refinements are the norm for unstructured spline surfaces; see [23, 32, 50] for example. While this may be obvious to the geometric modeling community, the same cannot be said with certainty for the engineering analysis community, and we deem the following discussion worthwhile.

In the following, and subsequently, we will denote the surfaces, meshes, spline spaces, etc., at refinement level $k$ by indexing them with a superscript, $(\cdot)^k$. Missing
superscripts and superscripts of 0 will be taken to mean the same thing, namely quantities at the coarsest refinement level. All meshes $\mathcal{M}^k$ are implicitly assumed to be standard (see Definition 2.4).

3.3.1. Rationale for non-nested refinements

Ideally, we would like the refinement of unstructured spline surfaces to mimic the refinement of structured spline surfaces. In other words, we would like all refinements to be such that the design spaces are nested at successive refinement levels, $S^k_D \subseteq S^{k+1}_D$; this is a sufficient condition for a general geometry to stay invariant. At the same time, it should be observed that:

- A $C^1$ construction around extraordinary points introduces lines of reduced continuity (see Figure 7c for example), and may even introduce degree-elevated Bézier elements [50] in the 1-ring neighborhood.

- A $C^2$ construction around extraordinary points must necessarily introduce degree-elevated Bézier elements in the 1-ring neighborhood [5, 43, 24].

Then, maintaining nestedness of design spaces entails,

- preservation of the zones of reduced continuity, and,
- preservation of the zones of degree-elevation.

We view these restrictions as highly undesirable for the purpose of geometric modeling. Indeed, the first one would necessitate using splines of reduced smoothness, while the second would require non-uniform polynomial degree splines in regions where well-defined bi-cubic $C^2$ T-spline basis functions could be built – simply because, at some coarser refinement level in the past, the same could not be done. Not only would this require further developments in non-uniform degree bivariate spline technology, it may also lead to unintuitive placement of spline control points and control-net connectivities.

In light of the above observations, we opt for performing non-nested refinements of our unstructured spline surfaces during the geometric modeling phase. That is, we perform the $C^1$ construction outlined in Section 3.2 in a memory-less fashion. This
Refinement is done at all refinement levels by labeling control points and elements as irregular, regular, etc., according to Section 3.1 — i.e., without any reference to the number of refinements the original mesh has undergone — and, then, constructing the new design space as in Section 3.2.

### 3.3.2. Refinement types

In order to simplify our discussion on refinements, we first isolate the refinements applied to regular regions of the mesh from those applied to the 2-disk neighborhoods of extraordinary points.

(a) R1: Valid T-spline refinements applied in the regular regions of $M^k$ that leave the 2-disk neighborhoods of all extraordinary points unchanged, i.e., no transition or irregular elements are refined.

(b) R2: For one or more extraordinary points, all the transition and irregular elements are split into $2 \times 2$ new elements. If the refinements need to propagate into the regular region in accordance with the T-spline theory, they are assumed to do so.

Refinements R1 and R2 can be combined to obtain more complex styles of refinement. The former are well understood [26, 49] and lead to nested spaces and thus invariant geometry. We will, therefore, specialize our discussion by considering only R2 refinements. For the refined mesh to be standard, we require that the 1-ring elements are always split at parameter lines $u = a/2$ and $v = a/2$, where $0 < a \leq a_0$ and $a_0$ is the spoke edge knot span. In particular, we will choose $a = a_0$ as this was seen to yield better results during refinement studies. Additionally, since we are choosing to split all irregular and transition elements, and since splitting zero knot spans at each refinement level will eventually lead to discontinuities, we restrict ourselves to non-zero knots spans in the 2-disk neighborhood to avoid the discussion of such special cases.

### 3.3.3. Refinement strategy

While we have opted for non-nested refinements during geometric modeling, we would still like to minimize the geometric consistency errors [60] introduced when $S^k$
is refined to obtain $S^{k+1}$. To achieve this, we propose a conceptually simple refinement strategy that, as the numerical tests presented in Section 5.2 demonstrate, leads to small errors in practice. Let us look at Figure 9 where we show the 2-disk neighborhood of an extraordinary point on the left, and the R2 refined 2-disk neighborhood on the right.

Assuming that such a refinement can be carried out without violating any of the conditions in Definition 2.3, it is implemented as follows, and such a control-point update procedure will be referred to as $U_D$-updates.

(a) After addition of vertices and edges to $\mathcal{M}^k$, and an appropriate splitting of knot spans, we obtain $\mathcal{M}^{k+1}$.

(b) We re-categorize the element and control points as regular, irregular, etc., according to Section 3.1, and construct the design space $S^{k+1}_D$ on $\mathcal{M}^{k+1}$ as outlined in Section 3.2.

(c) In homogeneous coordinates, for $S^{w,k} \in (S^{k}_D)^{d+1}$, we perform the computation of

Figure 9: Modification of the 2-disk neighborhood, and the control point and element labels, when an R2 refinement is applied. The control points and element colors and shades correspond to their labels (see Figure 6 for reference). In Figures (a) and (b), only those control points have been shown that affect the (initial) 2-disk and (refined) 4-disk element neighborhoods of the extraordinary point, respectively.
the homogeneous control points for $S^{w,k+1} \in (S^{k+1}_D)^{d+1}$ in the following manner:

(i) We require that the geometric maps of all regular elements of $S^{w,k}$ stay invariant. This uniquely determines all the regular and transition control points for $S^{w,k+1}$, and these can be computed using the usual T-spline refinement algorithm.

(ii) We require that the geometric maps of all transition elements stay invariant as well. This uniquely determines the new 1-ring control points of $S^{w,k+1}$ as linear combinations of the 1-disk control points of $S^{w,k}$. In fact, the update rules of 1-ring control points are simply the tensor-products of univariate knot-insertion rules, a consequence of mesh standardization. A general treatment of univariate rules can be found in [8], for example, and for completion we present them in the context of our work in Appendix B.

(iii) The only unknown control points at this stage are the extraordinary points. In order to compute them, we require that, for each extraordinary point, $S^{w,k+1}$ interpolate the same point as $S^{w,k}$ at the common meeting point of the irregular Bézier elements. This yields $n_{ep}$ equations for $n_{ep}$ extraordinary points. All equations are uncoupled from each other, and the cost of computing the new control points is negligible.

4. Unstructured isogeometric analysis

Section 3 outlined the construction of smooth spline surfaces on unstructured quadrilateral meshes $\mathcal{M}$. In order to devise an approach towards performing analysis on such geometries that is truly rooted in the philosophy of isogeometric analysis, we recall one of its primary goals (see [12, page 5]):

“A fundamental step is to focus on one, and only one, geometric model, which can be utilized directly as an analysis model, or from which geometrically precise analysis models can be automatically built.”
Then, in order to perform isogeometric analysis on the unstructured spline surfaces from Section 3, we require the following:

(a) an analysis-suitable spline space, $\mathbb{S}_A \supseteq \mathbb{S}_D$, and,

(b) a refinement scheme to generate a sequence of nested spline spaces, $\mathbb{S}_A =: \mathbb{S}_A^0 \subseteq \mathbb{S}_A^1 \subseteq \cdots \subseteq \mathbb{S}_A^k$,

where $\mathbb{S}_D$ is the design space on $\mathcal{M}$ used to construct the unstructured geometry we wish to perform analysis on. The first requirement ensures that the geometry is an element of the analysis-suitable space $\mathbb{S}_A$ invoked on $\mathcal{M}$. The second ensures that the geometry stays invariant as we refine; this is desirable when performing engineering analysis, and in certain cases — for example applications to problems posed in terms of minimum principles, such as the principle of minimum potential energy in linear elasticity theory — ensures that each successive refinement achieves a lower minimum; see [19, Chapter 4, pg. 188].

**Remark 4.1.** For analysis, the geometry inherited from the geometric modeling stage is treated as the true geometry upon which analysis needs to be performed. Therefore, we relabel the inherited mesh and geometry as being the coarsest level of refinement, or refinement level $k = 0$. All refinements done for the purpose of analysis are done on this level.

Before proceeding with details of the construction of $\mathbb{S}_A$, we first define the set of control points and elements that are marked irregular, regular, etc., in Section 4.1. Then, in Section 4.2 we revisit the well-known bi-cubic $C^1$ elements and describe how irregular spline functions can be modified to reduce the continuity between transition and irregular elements to $C^1$. This prepares us for the construction of spline basis functions that span analysis-suitable spaces $\mathbb{S}_A^k$ on $\mathcal{M}^k$, presented in Section 4.3.

### 4.1. Irregular and regular control points and elements

Similar to Section 3.1, we categorize the control points and elements in the neighborhood of an extraordinary point as follows. Note that, unlike Section 3.1, the labels here depend on the number of refinements, $k$, that we have performed on the design geometry for the purpose of analysis. Figure 10, where a 2-disk neighborhood on
\( M^0 = M \) and the 4-disk neighborhood on \( M^1 \) obtained by its refinement have been shown, helps elucidate the following convention.

- The \((2^{k+1} - 1)\)-disk control points of an extraordinary point will be collectively called \textit{irregular} control points. We will further distinguish between two types: the \((2^{k+1} - 2)\)-disk and \((2^{k+1} - 1)\)-ring control points, referring to them as \textit{T1} and \textit{T2} \textit{irregular} control points, respectively. The \(2^{k+1}\)-ring control points will be called \textit{transition}, and all other control points will be called \textit{regular}.

- The \((2^{k+1} - 1)\)-disk elements of an extraordinary point will be called \textit{irregular}, while the elements that lie in the \(2^{k+1}\)-ring will be called \textit{transition} elements. All other elements will be called \textit{regular}.

The above labels have been defined as such considering only R2 refinements introduced in Section 3.3. That is, at each refinement stage \textit{all} the irregular and transition elements (as defined above) are assumed to be split into \(2 \times 2\) new elements. Moreover, the refinement is such that 1-ring elements are always split at parameter lines \(u = a_0/2\) and \(v = a_0/2\), where \(a_0\) is the spoke edge length. This requirement, while a choice during the geometric modeling stage, is a necessary condition for ensuring nestedness during refinements, and is a consequence of the split-then-smoothen approach applied to 1-ring elements.

\textbf{Remark 4.2.} For \(k = 0\), the above definitions coincide with the ones in Section 3.1; cf. Figures 6 and 10a.

4.2. \( C^1 \) elements and \( C^1 \) extensions onto \textit{irregular} elements

Shown in Figure 11a, a \( C^1 \) element is defined to be a bi-cubic Bézier element with 4 spline control points/degrees of freedom on it. Each of the spline control points, \( \tilde{P}_L \), has an associated spline function, \( \tilde{M}_L \), which is a linear combination of 4 underlying Bernstein basis functions. Figure 11b shows the coefficients of linear combination for the spline function associated with the control point in blue, and other spline functions can be built in a symmetric manner. As should be obvious, the spline functions \( \tilde{M}_L \)
Figure 10: For isogeometric analysis, the neighborhood of an extraordinary point is assigned additional labels as described in Section 4.1. (Note that the above color scheme corresponds to the one used in Figure 6.) The T1 irregular, T2 irregular, transition, and regular control points are indicated with circular disks that are red, black, light gray, and unfilled, respectively. The irregular and transition elements are indicated with dark and light gray shades, respectively. The labels coincide with those defined for geometric modeling at refinement level $k = 0$, but differ for higher refinement levels (see Figure 6). Additionally, for isogeometric analysis, we designate the irregular elements as $C^1$ elements; their control points are indicated with blue squares. As can be seen, the number of $C^1$ element rings around the extraordinary point does not simply double as a consequence of refinement, but increases as $2^{k+1} - 1$ with the refinement level $k$. This approach ensures that while the outer boundary of the light gray transition elements has a $C^2$ join with the regular elements (not shown), all the other elements shown are $C^1$ continuous with each other; see also Figure 14. This, as explicated in Section 4.4.4, is a necessary condition for obtaining nested spaces via refinement. It is important to note that in each analysis model, such as in Figures (a) and (b) above, the control points that remain are all but the ones colored red. These define the degrees of freedom for our analysis space.

are non-negative, and on structured meshes ($\mu = 4$) they are the usual $C^1$ bi-cubic B-splines.

The analysis spaces we will construct in Section 4.3 will contain splines that are only $C^1$ smooth at the join of irregular and transition elements. Therefore, we will need to modify the extraction operators of irregular splines appropriately and Figure 12 illustrates the required modifications. There are two possible placements of a T2 irregular control point, as shown in Figures 12a and 12b. More precisely, the control point may lie at the common meeting point of either 3 transition and 1 irregular, or 2 transition and 2 irregular elements. Then, the macro Bézier extraction operator of the control point built according to Appendix A will include all the Bézier control points on
Figure 11: Figure (a) shows a $C^1$ element which has 4 spline control points attached to its face. The spline functions associated with the control points are each equal to a linear combination of 4 Bernstein basis functions. For instance, in Figure (b) we see that the spline function associated with the blue control point is a linear combination of the Bernstein basis functions associated with the 4 Bézier control points shown as black squares; the coefficients of such a linear combination are rational polynomial functions of knot spans, as given in the figure.

Figure 12: The two possible placements of a T2 irregular control point, indicated with a black circle. The corresponding transition and irregular elements are indicated with light- and dark-gray shades, respectively. From their macro extraction operators, built according to Appendix A, we eliminate the coefficients corresponding to the crossed out Bézier control points. In other words, we only allow a $C^1$ extension of irregular spline functions across the common boundary of transition and irregular elements.

the transition and irregular elements, as shown. However, in order to enforce only $C^1$ continuity between transition and irregular elements — equivalently, considering a $C^1$ extension of the T2 irregular spline functions from transition elements onto irregular elements — we eliminate the coefficients corresponding to the Bézier control points that have been crossed out in Figures 12a and 12b. Note that these changes leave the T2 irregular spline functions unchanged on transition elements.
We are now ready to present a modified collection of irregular spline functions for the purpose of analysis.

- We eliminate all spline functions associated with T1 irregular control points.

- For the T2 irregular control points, we modify the spline extraction operators on irregular elements, built initially according to Appendix A, such that only $C^1$ smoothness is enforced between transition and irregular elements as described above.

- We designate all irregular elements as $C^1$ elements. In order to ensure the property of partition of unity, we may need to scale the corresponding spline functions $\tilde{M}_L$. The scaling coefficients will be rational polynomial functions of knot spans.

The above setup leads to the following control-point structure; see Figure 10 for reference.

- After elimination of all T1 irregular control points, those that remain — i.e., the T2 irregular, transition and regular control points — are called vertex-based control points.

- Designation of irregular elements as $C^1$ elements introduces 4 new control points per irregular element. These are called face-based control points, and the corresponding set of indices is denoted with $F^v_i$ when considering the $i^{th}$ extraordinary point’s neighborhood.

We elaborate on construction of the basis functions in Section 4.3.

4.3. Spline basis construction

On mesh $M^k$, i.e., when the 2-ring neighborhood on $M^0$ has undergone $k$ levels of R2 refinements, we explain how analysis-suitable spline spaces, $S^k_A$, can be constructed. In a $2^{k+1}$-disk neighborhood of the $i^{th}$ extraordinary point, we define $I^{v,i}$ and $T^{f,i}$ as the sets that contain all indices corresponding to irregular and transition elements, respectively. Similarly, we define $I^{v,i}_1$, $I^{v,i}_2$, $T^{v,i}$ and $R^{v,i}$ as the sets that contain
all indices corresponding to T1 irregular, T2 irregular, transition and regular control points, respectively. As defined in Section 4.2, the set $\mathcal{F}^{v,i}$ contains the indices of the face-based control points introduced on the irregular elements.

The spline space $S^h_A$ is built by constructing smooth spline functions associated with the control points shown in Figure 10. A spline function will be called vertex-based (T2 irregular, transition or regular) or face-based in accordance with the label of its control point. As in Section 3.2, the construction follows the two-step procedure introduced in Section 2.3. Note that, even though we do not explicitly refer to the refinement level $k$ in the following steps, the control point and element sets depend on $k$, as explained in Section 4.1.

(a) **Macro extraction:** We first construct spline extraction operators on the Bézier elements $\omega^e$, $e \in \mathcal{T}^f,i \cup \mathcal{T}^{f,i}$. This is done as follows.

(i) For all $e \in \mathcal{T}^f,i \cup \mathcal{T}^{f,i}$, we construct the Bézier extraction operator $E_e$ that maps control points $P^w_\ell$, $\ell \in \mathcal{I}^{v,i} \cup \mathcal{U}^{v,i} \cup \mathcal{R}^{v,i}$, to Bézier control points on $\omega^e$ using the rules in Appendix A and the $C^1$ modifications outlined in Section 4.2. Recall that $\mathcal{I}^{v,i}_1$ does not contribute. The spline extraction operator, $C_e = (E_e)^T$, defines the vertex-based spline functions, $N_{\ell\mid \omega^e}$.

(ii) The extraction operators of the spline functions $\tilde{M}_L$, $L \in \mathcal{F}^{v,i}$, are built according to Figure 11b. In order to ensure the property of partition of unity, we need to multiply their spline extraction coefficients with appropriate scaling coefficients, $\tilde{s}_L$. Only those spline functions that are non-zero at the common boundaries of transition and irregular elements need to be scaled, and the two different types of scaling coefficients needed are shown in Figures 13a and 13b. The scaling coefficients of the other spline functions are set to 1. The spline extraction operator built in this manner on $\omega^e$ is denoted by $\tilde{C}_e$ and defines the face-based spline functions, $\tilde{N}_{L\mid \omega^e}$.

(b) **Micro extraction:** The macro extraction operators $C_e$ and $\tilde{C}_e$ constructed as above define spline functions that are at least $C^1$ everywhere except across the
spoke edges. Then, on the 1-ring of elements, we modify them using the split-their-smoothen approach from Section 2.1.4, Equation (2.13), to get micro extraction operators $C_{e,jk}$ and $\tilde{C}_{e,jk}$, $j, k \in \{1, 2\}$. This completes the construction of $C^1$ smooth spline functions $N_{\ell}$ and $\tilde{N}_L$ over the modified 2-disk neighborhood shown in Figure 14.

**Proposition 4.1.** The spline functions $N_{\ell}$, $\ell \in \{1, \ldots, n\} \setminus I_1^v$, and $\tilde{N}_L$, $L \in F^v$, have local support, and form a partition of unity, where,

$$ I_1^v := \bigcup_{i=1}^{n_{ep}} I_1^{v,i}, \quad F^v := \bigcup_{i=1}^{n_{ep}} F^{v,i}. \quad (4.1) $$

Moreover, all of the spline functions, i.e. all $N_{\ell}$ and $\tilde{N}_L$, are non-negative if the smoothing matrices used have non-negative entries only.

**Proof.** The proof is similar to the one of Proposition 3.1, and follows directly from the above construction. \qed

Let us define the spline space $S_A^k$ as follows,

$$ S_A^k := \text{span} \left( N_{\ell}, \tilde{N}_L : \ell \in \{1, \ldots, n\} \setminus I_1^v, L \in F^v \right). \quad (4.2) $$

According to the above construction, the smoothness of the analysis space varies with refinement as shown in Figure 14. Let us show next that the spline functions $N_{\ell}$ and $\tilde{N}_L$ form a basis for the analysis space.
Figure 14: The construction in Section 4.3 leads to spline functions with smoothness $C^2$ across the black lines and $C^1$ across the red ones, and the above figures show how these lines of reduced regularity vary with refinement of an extraordinary point’s neighborhood.

**Proposition 4.2.** The spline functions $N_{\ell}$, $\ell \in \{1, \ldots, n\}\setminus I_v$, and $\tilde{N}_L$, $L \in F_v$, form a basis for $S^k_A$.

**Proof.** We approach the proof by showing that the representation of the zero function should have zero coefficients. Suppose

$$\sum_{\ell=1}^{n} c_{\ell} N_{\ell} + \sum_{i=1}^{n_{ep}} \sum_{L \in F_v,i} \tilde{c}_{L} \tilde{N}_L \equiv 0 ,$$

on all elements of the mesh. Using the same reasoning as in the proof of Proposition 3.2, the coefficients $c_{\ell}$ in Equation (4.3) must be zero for $\ell \in R_v \setminus \bigcup_{i=1}^{n_{ep}} R_v,i$. Subsequently, let us look at each $2^{k+1}$-disk neighborhood of the $i^{th}$ extraordinary point (see Figure 10) separately. On such neighborhoods, all the face-based spline functions are linearly independent following the proof provided in [36].

Then, we only need to prove the collective linear independence of (a) the innermost layer of regular spline functions, (b) the outermost layer of face-based spline functions, (c) the T2 irregular spline functions, and (d) the transition spline functions, and the assertion will follow. It is sufficient to focus only on the transition elements where the supports of all these spline functions overlap. We have color-coded the transition elements in Figure 15a. For $e \in T^{f,i}$, consider the full spline extraction operator constructed by the vertical concatenation of the vertex- and face-based extraction operators,

$$\bar{C}_e = \begin{bmatrix} C_e \\ \tilde{C}_e \end{bmatrix}.$$
In Figure (a), the transition elements have been color coded as per the proof of Proposition 4.2. The spline functions non-zero over the transition elements shown in Figures (b)–(d) are associated with the control points shown in blue in each figure. Each element of the same color is treated in the same manner.

In the following, we will consider the three elements encircled by the dashed line in Figure 15a. Then, the coefficients of the 16 spline functions that contribute to the light blue and gray elements in Figure 15a must vanish from the above reasoning (their control points are shown in blue in Figures 15b and 15d).

Then, if we can show that the local linear independence on the light blue and gray elements implies that the coefficients of all spline functions that contribute to the pink elements must vanish, the assertion will follow. We observe the following.

- The coefficients of all spline functions shown in Figure 15b must vanish.
- The coefficients of all spline functions contributing to the pink element are shown in Figure 15c. Since this element shares some degrees of freedom with the blue element in Figure 15b, the above observation implies that there are only 5 coefficients left on the pink element that may be non-zero. However, these too must vanish as the spline functions associated with these 5 coefficients are linear combinations of 5 Bernstein basis functions defined on the pink element, with the linear map being a $5 \times 5$ non-singular matrix by construction.
This means that all coefficients $c_{\ell}$ and $\tilde{c}_{L}$ in Equation (4.3) must be zero, and so the assertion follows.

4.4. Geometry representation

Propositions 4.1 and 4.2 prove that we can perform meaningful analysis using the constructed spline functions. However, recalling the goal of isogeometric analysis, we must prove that the inherited geometry $S$ is represented exactly at all refinement levels. After discussions on equivalence of splines defined on $\mathcal{M}^k$ in Section 4.4.1, we show that the design space is contained within the analysis space at $k = 0$ in Section 4.4.3. Subsequently, in Section 4.4.4, we constructively prove that the spline spaces $S^k_A$ are nested (i.e., $S^k_A \subseteq S^{k+1}_A$), under the assumption of idempotence of the smoothing matrices used.

Before proceeding, let us define a notational convention that considerably simplifies the following discussion. Essentially, in the rest of this section we will only consider macro quantities (extraction operators, control points, etc.). The reason for doing this is that the micro quantities can be deterministically and straightforwardly computed from the macro ones using the split-then-smoothen approach. As a result, equivalence of macro quantities implies equivalence of micro quantities and, thus, it is sufficient to consider only the former. Therefore, for instance, while discussing the restriction of vector-valued spline $S^w$ to a Bézier element $\omega^e$, it will suffice to consider the associated macro Bézier control points $\{B^e_{pq} : p, q = 0, \ldots, 3\}$ only — regardless of whether $\omega^e$ is a 1-ring element or not. In particular, with some abuse of notation, we will consider the restriction of $S^w$ to $\omega^e$ to be equivalent to the vector of associated 16 macro Bézier control points,

$$S^w|_{\omega^e} = [\cdots, B^e_{p0}, B^e_{p1}, B^e_{p2}, B^e_{p3}, \cdots].$$

4.4.1. Equality of splines on $\mathcal{M}^k$

Let us make a key observation that will help us along the way. Consider two general, at least $C^1$, bi-cubic, vector-valued spline functions, $S_1$ and $S_2$, defined on $\mathcal{M}^k$. Let $\mathcal{R}^f$ contain the indices of regular elements, and consider the $i^{th}$ extraordinary point’s
Figure 16: Indices of spline control points that contribute to the interior Bézier control points on an irregular element \( \omega^e \). T1 irregular control points are inactive. For instance, index \( \beta \) has been colored red to show its correspondence to a T1 irregular control point, and thus all except it contribute.

neighborhood. Let \( S_1 \) and \( S_2 \) be such that on \( \omega^e \), as in Equation (4.4),

\[
S^w_j |_{\omega^e} = [\ldots, B^{e,j}_{p0}, B^{e,j}_{p1}, B^{e,j}_{p2}, B^{e,j}_{p3}, \ldots], \quad j = 1, 2.
\]

If the following holds for all \( i \in \{1, \ldots, n_{ep}\} \),

\[
S^w_1 |_{\omega^e} = S^w_2 |_{\omega^e}, \quad e \in R^f, \quad (4.5)
\]

\[
B^{e,1}_{pq} = B^{e,2}_{pq}, \quad p, q \in \{2, 3\}, \quad e \in T^{f,i} \cup T^{f,i}, \quad (4.6)
\]

then the \( C^1 \) smoothness between all Bézier elements automatically ensures that,

\[
S_1 = S_2.
\]

In other words, if two at least \( C^1 \) spline functions defined on \( M^k \) are such that (a) they are equal on the regular regions of \( M^k \), and (b) they have equal interior Bézier control points on all irregular and transition elements, then the splines are equal. This is a re-interpretation of the well-known fact that, away from the mesh boundary, for \( C^1 \) splines the interior Bézier control points contain all the information. We will keep this observation in mind, and only work with the interior macro Bézier control points \( B^{e}_{pq} \), \( p, q \in \{2, 3\} \), in the following discussion on the restriction of macro Bézier extractions to interior control points.

4.4.2. Restriction of macro extractions to \( \omega^e \) interior

Consider the macro spline extraction operators \( C_e \) and \( \tilde{C}_e \), built in Section 4.3, and let \( E_e := (C_e)^T \) and \( \tilde{E}_e := (\tilde{C}_e)^T \). Let \( P_v^e \) contain the indices of all T2 irregular control points that lie on the corners of an irregular element \( \omega^e \), and let \( P_f^e \) contain
the indices of all face-based control points on \( \omega^e \). For example, with reference to
Figure 16, \( P_v^e = \{ \alpha, \gamma, \delta \} \) and \( P_f^e = \{ A, B, C, D \} \), and \( \beta \) corresponds to the index of
a T1 irregular control point. Let \( E_{e,0} \) and \( \tilde{E}_{e,0} \) be the restrictions of \( E_e \) and \( \tilde{E}_e \) to
the interior Bézier control points on \( \omega^e \). That is, for an irregular element \( \omega^e \) and a
spline function \( S^w \in (S_A^k)^{d+1} \) (with vertex- and face-based control points denoted by
\( \{ P^w_\ell : \ell \in P_v^e \} \) and \( \{ \tilde{P}^w_L : L \in P_f^e \} \) such that,
\[
S^w|_{\omega^e} = [\ldots, B_{p0}^e, B_{p1}^e, B_{p2}^e, B_{p3}^e, \ldots],
\]
we have,
\[
\begin{bmatrix}
B_{11}^e \\
B_{21}^e \\
B_{12}^e \\
B_{22}^e 
\end{bmatrix}
= \tilde{E}_{e,0} + E_{e,0}
\begin{bmatrix}
P_A^w \\
P_B^w \\
P_C^w \\
P_D^w 
\end{bmatrix}
= \begin{bmatrix}
\tilde{s}_A \\
\tilde{s}_B \\
\tilde{s}_C \\
\tilde{s}_D 
\end{bmatrix}
\begin{bmatrix}
P_A^w \\
P_B^w \\
P_C^w \\
P_D^w 
\end{bmatrix}
+ \begin{bmatrix}
E_{e,0} \\
0 \\
0 \\
0 
\end{bmatrix}
\begin{bmatrix}
P_A^w \\
P_B^w \\
P_C^w \\
P_D^w 
\end{bmatrix},
\]
(4.7)
where \( \tilde{s}_A \) is the scaling coefficient, computed as in Figure 13, Section 4.3, for the basis
function \( \tilde{N}_A \), and so on.

4.4.3. \( S_D \subseteq S_A \)

We are now in a position to show, in a constructive manner, that the design space
is a subset of the analysis space at refinement level \( k = 0 \).

**Proposition 4.3.** Let \( S^w = \sum_{\ell=1}^n P^w_\ell M_\ell \in (S_D)^{d+1} \), where \( S_D \) is the design space on
\( M \). Then, there exist control points \( Q^w_\ell \) and \( \tilde{Q}^w_\ell \) such that,
\[
S^w = \sum_{\ell=1}^n Q^w_\ell N_\ell + \sum_{L \in F^v} \tilde{Q}^w_L \tilde{N}_L \in (S_A)^{d+1}.
\]
(4.8)

**Proof.** As mentioned in Remark 4.2, the control point and element labels for design
and analysis coincide for \( k = 0 \) and, thus, we will use them uniformly. We first set all
the control points corresponding to regular spline basis functions to be the same for
design and analysis, \( Q^w_\ell = P^w_\ell, \ell \in R^v \). Next, consider a 2-disk neighborhood of an
extraordinary point.
Figure 17: It is possible to exactly represent $S^w \in (S_D)^{d+1}$ as an element of the analysis space $(S_A)^{d+1}$. All regular, transition, and T2 irregular control points are kept unchanged. The new face-based control points are set as linear combinations of the T1 and T2 irregular control points; see Equation (4.10).

- All transition spline basis functions for design and analysis are equivalent. Therefore, we set their control points to be equal,
  \[ Q^w_{\ell} = P^w_{\ell}, \quad \ell \in \cup_{i=1}^{n_{ep}} T^v. \]

- All T2 irregular spline basis functions, restricted to transition elements, are the same for design and analysis. Therefore, we set their control points to be equal as well,
  \[ Q^w_{\ell} = P^w_{\ell}, \quad \ell \in \cup_{i=1}^{n_{ep}} T^{v,i}. \]

- Consider a 2-disk neighborhood of an extraordinary point, and for irregular element $w$ let,
  \[ S^w|_{w} = [\ldots, B^e_{p0}, B^e_{p1}, B^e_{p2}, B^e_{p3}, \ldots]. \] (4.9)

Then, set the face-based control points such that,
  \[
  \begin{bmatrix}
    B^e_{11} \\
    B^e_{21} \\
    B^e_{12} \\
    B^e_{22}
  \end{bmatrix}
  =
  \begin{bmatrix}
    \tilde{s}_A \\
    \tilde{s}_B \\
    \tilde{s}_C \\
    \tilde{s}_D
  \end{bmatrix}
  \begin{bmatrix}
    Q^w_A \\
    Q^w_B \\
    Q^w_C \\
    Q^w_D
  \end{bmatrix}
  + E_{c,0}
  \begin{bmatrix}
    P^w_{\alpha} \\
    P^w_{\beta} \\
    P^w_{\gamma} \\
    P^w_{\delta}
  \end{bmatrix},
  \]

where the quantities are as defined in Equation (4.7) and the labels correspond to Figure 17. Note that $\tilde{s}_B = 1$. Since the left-hand side can be expressed in terms of $P^w_{\ell}$, $\ell \in \{\alpha, \beta, \gamma, \delta\}$, using Equation (A.2), we obtain the following explicit
expressions for control points $\tilde{Q}^w_i$,

$$\tilde{Q}^w_A = \frac{b + c}{a + b + c} P^w_\beta + \frac{a}{a + b + c} P^w_\delta, \quad \tilde{Q}^w_B = \frac{f}{d + e + f} P^w_\alpha + \frac{d + e}{d + e + f} P^w_\beta, \quad \tilde{Q}^w_C = P^w_\beta,$$

$$\tilde{Q}^w_D = \left( \frac{b + c}{a + b + c} \right) \left[ \left( \frac{f}{d + e + f} \right) P^w_\alpha + \left( \frac{d + e}{d + e + f} \right) P^w_\beta \right] + \left( \frac{a}{a + b + c} \right) \left[ \left( \frac{d + e}{d + e + f} \right) P^w_\delta + \left( \frac{f}{d + e + f} \right) P^w_\sigma \right].$$

(4.10)

Setting all the control points in all 2-disk neighborhoods in this manner, and following the discussion in Section 4.4.1, the assertion follows.

4.4.4. $S^k_A \subseteq S^{k+1}_A$

We have just shown in Section 4.4.3 that elements of the design space are also elements of the analysis space, implying that we lose no geometric information by representing the geometry built on $M$ using the design space $S_D$ as an element of the analysis space $S_A$. However, for this to remain so when refinements are carried out during analysis, we wish the analysis spaces $S^k_A$ to form a nested sequence of spaces, i.e., $S^k_A \subseteq S^{k+1}_A$. In this section we explicitly outline the conditions under which such a nested sequence is obtained.

Before we begin, let us first observe the differences between Figures 6 and 10. It is clear that during isogeometric analysis, the number of rings of $C^1$ elements — equivalently, irregular elements — in each extraordinary point’s neighborhood increase with each refinement step, while during geometric modeling, this number stays constant ($= 1$). Indeed, based on our discussion in Section 3.3.1, we decided to go for non-nested refinements for geometric modeling, and this explains the latter observation. The logic behind the former, however, is subtle and we address it next lest it get overlooked.

Observe in Figure 10, and recall from Section 4.1, that when going from refinement level $k$ to $k + 1$, the number of irregular- or $C^1$-element rings increases from $2^{k+1} - 1$ to $2^{k+2} - 1 = 2 (2^{k+1} - 1) + 1$. That is, not only do we obtain 2 new irregular element rings by splitting the irregular elements at level $k$, we introduce an additional ring of irregular elements with each refinement step. To understand this, first note that a necessary condition for nestedness of spline spaces $S^k_A$ and $S^{k+1}_A$ is the following: if an
arbitrary spline $S \in S^k_A$ is $C^1$ across a mesh edge, then the splines in $S^{k+1}_A$ must be such that they can reproduce $C^1$ smoothness across that mesh edge. Then, looking at Figure 14, it is clear why the additional layer of $C^1$ elements is added. If it was not, then the smoothness between the outermost ring of elements shown in Figure 14b will be elevated to $C^2$ and this would clearly violate the aforementioned necessary condition for nestedness.

**Proposition 4.4.** If the smoothing matrices used are idempotent, the spline spaces $S^k_A$ built as in Section 4.3 are nested,

$$S_A = S^0_A \subseteq S^1_A \subseteq S^2_A \subseteq \cdots$$  \hspace{1cm} (4.11)

**Proof.** The proof is constructive. Given $S^w \in (S^k_A)^{d+1}$, we will present a strategy to compute control points of its refined form, $\bar{S}^w \in (S^{k+1}_A)^{d+1}$.

Let the vertex- and face-based control points for $S^w$ and $\bar{S}^w$ be denoted by $\{P^w, \bar{P}^w\}$ and $\{Q^w, \bar{Q}^w\}$, respectively. We will use the usual symbols to denote irregular, regular, etc., control point and element labels, and will differentiate the sets at level $k$ from those at level $k+1$ by putting a horizontal bar over the latter. (One may use as a reference Figure 10 to recall how these sets vary with refinement.)

For Bézier element $\omega^e$ in $\mathcal{M}^k$, we can find the Bézier extracted representation of $S^w$ as in Equation (4.9). Similarly, for Bézier element $\omega^e$ in $\mathcal{M}^{k+1}$ we can find the local representation of $S^w$,

$$S^w|_{\omega^e} = [\ldots, \hat{B}^e_{p0}, \hat{B}^e_{p1}, \hat{B}^e_{p2}, \hat{B}^e_{p3}, \ldots],$$  \hspace{1cm} (4.12)

by the application of the de Casteljau algorithm. The restriction of $\bar{S}^w$ to $\omega^e$ in $\mathcal{M}^{k+1}$ will have the same form as Equation (4.9) but with control points $\hat{B}^e_{pq}$.

- The regular control points for $\bar{S}^w$ are computed using the usual refinement algorithms applied to control points of $S^w$. Therefore, we will assume that we know $Q^w_\ell$ for $\ell \in \bar{R}^v$.

- By simply requiring that $S^w$ stay invariant in the regular regions of $\mathcal{M}^k$, we can compute $Q^w_\ell$, $\ell \in \bar{T}^{v,i} \cup \bar{I}^{2,i}$, $i = 1, \ldots, n_{ep}$, from the control points $P^w_\ell$, $\ell \in T^{v,i} \cup I^{2,i}$, using tensor-products of univariate knot-insertion rules (see Appendix B).

The above control points ensure that

$$S^w|_{\omega^e} = \bar{S}^w|_{\omega^e}, \quad e \in \bar{R}^f,$$

$$\hat{B}^e_{pq} = \bar{B}^e_{pq}, \quad e \in \bar{I}^{f,i}, \quad i \in \{1, \ldots, n_{ep}\}, \quad p, q \in \{2, 3\}.$$  \hspace{1cm} (4.13)

Then, following our discussion in Section 4.4.1, we only need to find face-based control points $\bar{Q}_L$ such that,

$$\bar{B}^e_{pq} = \hat{B}^e_{pq}, \quad e \in \bar{I}^{f,i}, \quad i \in \{1, \ldots, n_{ep}\}, \quad p, q \in \{2, 3\},$$  \hspace{1cm} (4.13)
to prove that $\mathbf{S}^w = \mathbf{S}^\bar{w}$. This is easy to accomplish using Equation (4.7). For $\omega^e$, $e \in \hat{\mathcal{T}}^{I_e}$, we compute the face-based control points using Equation (4.7),

$$
\begin{bmatrix}
\tilde{s}_A \\
\tilde{s}_B \\
\tilde{s}_C \\
\tilde{s}_D
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{Q}_A^w \\
\tilde{Q}_B^w \\
\tilde{Q}_C^w \\
\tilde{Q}_D^w
\end{bmatrix} = 
\begin{bmatrix}
\tilde{B}_{11}^e \\
\tilde{B}_{21}^e \\
\tilde{B}_{12}^e \\
\tilde{B}_{22}^e
\end{bmatrix} - E_{e,0} 
\begin{bmatrix}
P_{\alpha}^w \\
P_{\gamma}^w \\
P_{\delta}^w
\end{bmatrix},
$$

where the quantities are as defined in Equation (4.7), and the labels refer to Figure 16. In particular, on irregular elements that do not touch transition elements, the above simplifies to,

$$
[\tilde{Q}_A^w, \tilde{Q}_B^w, \tilde{Q}_C^w, \tilde{Q}_D^w] = [\tilde{B}_{11}^e, \tilde{B}_{21}^e, \tilde{B}_{12}^e, \tilde{B}_{22}^e],
$$

as all T2 irregular spline functions are identically zero, and all scaling coefficients $\tilde{s}_j$ are equal to 1. Furthermore, given that the smoothing matrices used are,

(a) built in accordance with Remark 2.1, and,

(b) idempotent, see Lemma 2.2,

then the above control-point update guarantees that geometry will stay invariant even on the 1-ring irregular elements, as proved in [36].

Then, setting all face-based control points as above, for all $i \in \{1, \ldots, n_{ep}\}$, we have satisfied the requirement posed in Equation (4.13), thereby proving that $\mathbf{S}^\bar{w} = \mathbf{S}^w$.

The control point update procedure defined in the above proof will be referred to as $U_A$-updates.

5. Numerical Tests

In this section we instantiate the abstract framework developed so far. A crucial component concerns the particular smoothing matrices used, and Section 5.1 provides valid examples that feature the linear transformations developed in [44]. The examples given in Section 5.1 can then be used to initialize the framework. Numerical tests presented in Sections 5.2 and 5.3 for applications aimed towards geometric modeling and analysis, respectively.

5.1. Examples of smoothing matrices

As a first step towards analyzing the efficacy of the proposed setup, we borrow from [44] two examples of smoothing matrices: $\Pi^+$, that has non-negative entries, and $\Pi^\circ$,
that is idempotent. Both these matrices have the following block structure,

$$
\Pi = \begin{bmatrix}
\Pi_1 & \Pi_2 & \Pi_3 \\
\Pi_4 & \Pi_5 & \Pi_6 \\
\Pi_7 & \Pi_8 & \Pi_9
\end{bmatrix},
$$

(5.1)

where each submatrix $\Pi_i$ is a $\mu \times \mu$ circulant (or cyclic) matrix, i.e., there exist vectors $p_i$ of length $\mu$ such that

$$(\Pi_i)_{jk} = (p_i)_{(j-k) \mod \mu}, \quad j, k = 0, 1, \ldots, \mu - 1. \quad (5.2)$$

The particular choices of vectors $p_i$ that yield $\Pi^+$ and $\Pi^o$ are provided in the following examples.

**Example 5.1** ($\Pi^+$; non-negative entries). We construct $\Pi^+$ using the following vectors and Equations (5.1) and (5.2),

$$(p_1)_j = (p_4)_j = (p_7)_j = 0,$$

$$(p_2)_j = (p_3)_j = \frac{1}{2\mu},$$

$$(p_5)_j = (p_6)_j = \frac{1}{2\mu} (1 + \cos(j\phi_\mu)),$$

$$(p_8)_j = \frac{1}{2\mu} (1 + \cos(2\psi - j\phi_\mu)),$$

(5.3)

where $\phi_\mu := 2\pi/\mu$, $\psi := \arg((1 + i\beta \sin(\phi_\mu))e^{-i\phi_\mu/2})$, and we choose $\beta = 0.4$. It is easy to verify that $\Pi^+$ has only non-negative entries. Note that $\Pi^+$ is not idempotent.

**Example 5.2** ($\Pi^o$; idempotent). To construct $\Pi^o$, we use the following vectors and, again, Equations (5.1) and (5.2),

$$(p_1)_j = (p_2)_j = (p_3)_j = (p_4)_j = (p_7)_j = \frac{1}{3\mu},$$

$$(p_5)_j = (p_6)_j = \frac{1}{3\mu} (1 + 3 \cos(j\phi_\mu)),$$

$$(p_8)_j = \frac{1}{3\mu} (1 + 3 \cos(2\psi - j\phi_\mu)),$$

(5.4)
\[ \phi_\mu := \frac{2\pi}{\mu} \], \[ \psi := \text{arg} \left( (1 + i \beta \sin(\phi_\mu))e^{-i\phi_\mu/2} \right) \], and we choose \( \beta = 0.4 \). It is easy to verify that \( \Pi^0 \) is idempotent, but does have negative entries.

5.2. Geometric modeling

We start off our discussion of applications geared toward geometric modeling by looking at the basis functions associated with irregular control points on an example configuration. Thereafter, we present examples of unstructured surfaces built using the design space from Section 3.2. Lastly, refinement studies demonstrate that, while the geometries do not stay invariant, the measured discrepancy is very small.

5.2.1. Examples of irregular spline functions

Let us first consider examples of irregular spline functions built in accordance with Section 3.2. These are shown in Figure 18 and correspond to,

- left column: an irregular control point that does not share an edge with the extraordinary point (Figure 18a),
- middle column: an irregular control point that shares an edge with the extraordinary point (Figure 18b), and
- right column: the extraordinary point (Figure 18c).

The second row shows spline functions built using the smoothing matrix \( \Pi^+ \), and these are observed to be non-negative in accordance with Proposition 3.1. On the other hand, the spline functions built using \( \Pi^0 \) are shown in the third row and, while they look almost the same as those in the second row, they are slightly negative (except the one in Figure 18i); the minimum was observed to be of order \(-10^{-3}\). Therefore, to underscore the regions where the conditions of non-negativity are violated, the last row shows the contour plots for the splines in the row above from \(-10^{-3}\) to \(10^{-3}\) by \(10^{-4}\).

5.2.2. Surface obstacle course

Using control nets from the SurfLab surface obstacle course [1], we applied the construction from Section 3.2 to perform a \( C^1 \) completion around the extraordinary
Figure 18: Figures (d), (e), (f) show examples of spline functions built using $\Pi^+$ corresponding to (a) an irregular control point that shares a face but not an edge with the extraordinary point, (b) an irregular control point that shares an edge with the extraordinary point, and (c) the extraordinary point, respectively. Similarly, Figures (g), (h) and (i) show the spline functions built using $\Pi^\circ$. Figures (j), (k) and (l) show contours from $-10^{-3}$ to $10^{-3}$ by $10^{-4}$ corresponding to the splines in (g), (h) and (l), respectively. It can be observed that the use of $\Pi^\circ$ leads to violation of non-negativity. (Note that the spline in (i) is non-negative.)
Figure 19: The quadrilateral control nets in the left column are used for constructing the surfaces in the middle column. The shaded surfaces are provided in the middle column, and the right column shows the highlight line distribution over each surface.
point. Figure 19 shows the control nets used in the left column, the surfaces constructed in the middle column, and the highlight line distributions on these surfaces in the last column. As a result of the $C^1$ construction, the highlight lines cannot be expected to be smooth in the extraordinary point neighborhoods, but the non-smoothness is limited to a very small region as a result of the $2 \times 2$ split applied to the 1-ring elements. While it is possible to optimize the parameters of the smoothing matrix for a given control net in order to improve upon the highlight line distribution in the extraordinary point’s neighborhood, this was not a direction explored here.

Note that all the examples shown have been built using the smoothing matrix $\Pi^+$. As should be evident from Figure 18, using $\Pi^-$ leads to similar results (not shown), with the difference that worse highlight lines were observed near extraordinary points, a possible reason being the undulations due to sign changes that were observed in Figures 18j and 18k.

**Remark 5.1.** In the following sections, we will only present results obtained using $\Pi^+$. The results obtained for all (design and analysis) numerical tests presented in this work differed only minutely when $\Pi^-$ was used, and in order to avoid confusion we omit the latter. Both $\Pi^+$ and $\Pi^-$ were observed to yield spline spaces demonstrating excellent approximation results, and therefore non-negative basis functions and better shape properties justify our decision to focus on the former.

### 5.2.3. Refinements and geometric consistency

In this section we employ the $U_D$-update procedure, proposed in Section 3.3.3, for refining surfaces built using the design space, and test its robustness by quantifying the geometric consistency errors such a non-nested refinement scheme introduces. The setup for our numerical tests is as follows.

- **Valence:** We consider meshes containing single extraordinary points of valence $\mu = 3, 5, 6$ and $7$.

- **Knot spans:** Referring to Figure 20, we consider the following three configurations:
  - Case 1: all red and blue spoke edges have equal knot spans,
Case 2: the blue spoke edge knot spans are 10 times smaller than the knot spans of the red ones, and,

Case 3: the blue spoke edge knot spans are 10 times larger than the knot spans of the red ones.

The knot spans transversal to the outermost boundary are all zero, indicating open knot vectors. All other knot spans are defined by the rule that, on each face, opposite knot spans must be equal.

• Elements: The initial meshes have $4 \times \mu$ elements at level 0.

• Control points: in the $xy$-plane, the control point positions coincide with the mesh vertices shown in Figure 20. In particular, the extraordinary points are located at $(0, 0)$, and the meshes were scaled such that, starting from $(0, 0)$ and moving in the direction of spoke edges, the farthest control points encountered are unit distance from $(0, 0)$. The initial surface for each test case, $S_0$, is created by setting the heights of the control points to 0 except for the control point associated with the extraordinary point, which is set to 1.

• Refinements: We refine the mesh according to $U_D$-updates, thereby computing the control points defining the refined surface that, as we will see, maintains a good approximation of the initial surface, $S_0$. The initial surfaces are refined a maximum of 3 times and, denoting the surfaces at level $k$ with $S_k$, we compare $S_i$ to $S_j$ for $i, j \in \{0, 1, 2, 3\}$.

The distance between surfaces $S_i$ and $S_j$ is measured in the $L^2$ and $L^\infty$ norms, and the measures are denoted by $\text{dist}(S_i, S_j)_2$ and $\text{dist}(S_i, S_j)_\infty$, respectively. The results for the different test cases are tabulated in Tables 1, 2 and 3. In practice, we observe geometric consistency errors that are an order of magnitude smaller than the non-nested refinements used for T-splines [60]. The dynamic weighted refinements proposed in [60] leads to errors comparable to our method, albeit our method has the advantage of being simple in concept and implementation.
Figure 20: The initial meshes on which geometric consistency tests are performed. The knot spans assigned to the edges in blue and red are varied to simulate differing surfaces; see Section 5.2.3 for details. For generating $S^0$, the control point positions in the $xy$-plane correspond to the mesh vertices shown in the figures. In the $z$-direction, in each setup, the height for the extraordinary point is set to 1 and for all other control points it is set to 0. The outermost knot spans are all equal to 0.

<table>
<thead>
<tr>
<th>Valence</th>
<th>$\text{dist}(\cdot, \cdot)_2$</th>
<th>$\text{dist}(\cdot, \cdot)_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(S_0, S_1)$</td>
<td>$(S_1, S_2)$</td>
</tr>
<tr>
<td>3</td>
<td>1.35e-03</td>
<td>2.55e-04</td>
</tr>
<tr>
<td>5</td>
<td>4.57e-03</td>
<td>8.94e-04</td>
</tr>
<tr>
<td>6</td>
<td>5.65e-03</td>
<td>1.12e-03</td>
</tr>
<tr>
<td>7</td>
<td>6.41e-03</td>
<td>1.28e-03</td>
</tr>
</tbody>
</table>

Table 1: Geometric consistency errors for Case 1 knot spans (Blue : Red :: 1 : 1) when surfaces are refined using $U_D$-updates during the design phase.

<table>
<thead>
<tr>
<th>Valence</th>
<th>$\text{dist}(\cdot, \cdot)_2$</th>
<th>$\text{dist}(\cdot, \cdot)_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(S_0, S_1)$</td>
<td>$(S_1, S_2)$</td>
</tr>
<tr>
<td>3</td>
<td>4.22e-04</td>
<td>9.13e-05</td>
</tr>
<tr>
<td>5</td>
<td>8.54e-04</td>
<td>1.73e-04</td>
</tr>
<tr>
<td>6</td>
<td>9.79e-04</td>
<td>1.93e-04</td>
</tr>
<tr>
<td>7</td>
<td>1.06e-03</td>
<td>2.14e-04</td>
</tr>
</tbody>
</table>

Table 2: Geometric consistency errors for Case 2 knot spans (Blue : Red :: 1 : 10) when surfaces are refined using $U_D$-updates during the design phase.
5.2.4. Special case: Bisection and uniform knot spans

In the special case when all 2-disk knot spans are uniform and are bisected during refinement, \( U_D \)-updates simplify greatly. As part of this procedure, while the 1-ring control points are always computed in accordance with tensor-product knot insertion rules, the update rule for the \( i \)th extraordinary point, \( P_{ep}^w \), of valence \( \mu_i \neq 4 \) reduces to the following when \( \Pi^+ \) is used,

\[
P_{ep}^{w,k+1} = \frac{51}{112}P_{ep}^{w,k} + \frac{3}{7\mu_i} \sum_{\ell \in \bar{I}_2^{w,i}} P_{\ell}^{w,k} + \frac{13}{112\mu_i} \sum_{\ell \in \hat{I}_2^{w,i}} P_{\ell}^{w,k},
\]

where \( I_2^{v,i} \) contains the indices of all T2 irregular control points, \( \bar{I}_2^{w,i} \) contains indices of those T2 irregular control points that share an edge with \( P_{ep}^w \), and \( \hat{I}_2^{w,i} := I_2^{v,i} \setminus \bar{I}_2^{w,i} \).

Similarly, when \( \Pi^c \) is used the update rule simplifies to the following,

\[
P_{ep}^{w,k+1} = \frac{31}{64}P_{ep}^{w,k} + \frac{3}{8\mu_i} \sum_{\ell \in \bar{I}_2^{v,i}} P_{\ell}^{w,k} + \frac{9}{64\mu_i} \sum_{\ell \in \hat{I}_2^{v,i}} P_{\ell}^{w,k}.
\]

**Proposition 5.1.** In the absence of T-junctions and when all knot spans in \( \mathcal{M} \) are uniform, we are essentially working with uniform B-splines. Then, global uniform refinements coupled with \( U_D \)-updates define a subdivision scheme that is a \( C^2 \) variant of the Catmull–Clark scheme. That is, the limit surface obtained according to such update procedure is \( C^2 \) everywhere, except at extraordinary points where it is \( C^1 \).

**Proof.** The proof follows straightforwardly from [39, Theorem 6.1] and Equations (5.5) and (5.6). \( \square \)

5.3. Isogeometric analysis

We test the numerical behavior of the analysis spaces constructed in Section 4.3 using \( \Pi^+ \) as the smoothing matrix. In order to do so, we solve function approximation, Poisson, and biharmonic problems in Section 5.3.1. Subsequently, in Section 5.3.2 we present two application-based examples governed by fourth-order PDEs: the Scordelis–Lo roof, and spinodal decomposition of a binary fluid on the surface of a double-doughnut.
Figure 21: The computational domains at the coarsest level of refinement used for benchmarking a manufactured solution.

Figure 22: Figures (a) and (b) show the error convergence rates in $L^2$ and $L^\infty$ norms, while (c) shows the error convergence rates at the extraordinary point for the function approximation problem in Equation (5.8).
Table 3: Geometric consistency errors for Case 3 knot spans \((\text{Blue} : \text{Red} :: 10 : 1)\) when surfaces are refined using \(u_D\)-updates during the design phase.

<table>
<thead>
<tr>
<th>Valence</th>
<th>(\text{dist}(\cdot, \cdot)_2)</th>
<th>(\text{dist}(\cdot, \cdot)_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((S_0, S_1))</td>
<td>((S_0, S_1))</td>
</tr>
<tr>
<td>3</td>
<td>1.76e-03</td>
<td>9.23e-03</td>
</tr>
<tr>
<td>5</td>
<td>5.05e-03</td>
<td>2.01e-02</td>
</tr>
<tr>
<td>6</td>
<td>6.29e-03</td>
<td>2.34e-02</td>
</tr>
<tr>
<td>7</td>
<td>7.17e-03</td>
<td>2.57e-02</td>
</tr>
</tbody>
</table>

Figure 23: Figures (a)–(c) show the error convergence rates in \(L^2\), \(H^1\) and \(L^\infty\) norms for the Poisson problem in Equation (5.9), while the error convergence rates at the extraordinary point are shown in Figure (d) for the same.
Figure 24: Figures (a)–(e) show the error convergence rates in $L^2$, $H^1$, $H^2$, $L^\infty$ norms and at the extraordinary point for the biharmonic problem in Equation (5.10).
5.3.1. Benchmarking using manufactured solutions

In order to benchmark the approach using manufactured solutions, we solved function approximation, Poisson, and biharmonic problems with the function \( \sigma(u, v) \),

\[
\sigma(u, v) = \sin \left( \frac{2\pi}{3} \left( u + \frac{1}{3} \right) \right) \sin \left( \frac{2\pi}{5} \left( v + \frac{1}{5} \right) \right), \quad (u, v) \in \Omega ,
\]  

(5.7)
as the exact solution defined on the computational domain \( \Omega \). The following trial and test function spaces were used for the Poisson and biharmonic problems,

\[
\mathcal{S}_0 := \{ s^h \in \mathcal{S}_A : s^h = s_0^h \text{ on } \Gamma \} , \quad \mathcal{V}_0 := \{ w^h \in \mathcal{S}_A : w^h = 0 \text{ on } \Gamma \} ,
\]

\[
\mathcal{S}_1 := \{ s^h \in \mathcal{S}_0 : s^h_n = s_{1,n}^h \text{ on } \Gamma \} , \quad \mathcal{V}_1 := \{ w^h \in \mathcal{V}_0 : w^h_n = 0 \text{ on } \Gamma \} ,
\]

where \( \Gamma = \partial \Omega \) is the boundary of \( \Omega \), \( n \) is the unit normal to \( \Gamma \), \( a \cdot n := \nabla a \cdot n \), and \( s_0^h \in \mathcal{S}_A \) and \( s_1^h \in \mathcal{S}_0 \) are defined such that,

\[
\int_{\Gamma} w^h s_0^h \, d\Gamma = \int_{\Gamma} w^h \sigma \, d\Gamma , \quad \forall w^h \in \mathcal{S}_A , \quad w^h \neq 0 \text{ on } \Gamma ,
\]

\[
\int_{\Gamma} w^h_s s_1^h \, d\Gamma = \int_{\Gamma} w^h_s \sigma^h \, d\Gamma , \quad \forall w^h \in \mathcal{S}_A , \quad w^h_s \neq 0 \text{ on } \Gamma .
\]

Then, the following three problems were solved.

\[
P_1 : \text{Find } s^h \in \mathcal{S}_A : \quad \int_{\Omega} w^h s^h \, d\Omega = \int_{\Omega} w^h \sigma \, d\Omega , \quad \forall w^h \in \mathcal{S}_A ,
\]  

(5.8)

\[
P_2 : \text{Find } s^h \in \mathcal{S}_0 : \quad \int_{\Omega} \nabla w^h \cdot \nabla s^h \, d\Omega = - \int_{\Omega} w^h \Delta \sigma \, d\Omega , \quad \forall w^h \in \mathcal{V}_0 ,
\]  

(5.9)

\[
P_3 : \text{Find } s^h \in \mathcal{S}_1 : \quad \int_{\Omega} \Delta w^h \Delta s^h \, d\Omega = \int_{\Omega} w^h \Delta^2 \sigma \, d\Omega , \quad \forall w^h \in \mathcal{V}_1 .
\]  

(5.10)

Gaussian quadrature of order 4 was used on interior element of the mesh, while on the boundary elements Gaussian quadrature of order 9 was used.

To begin benchmarking, we first considered meshes containing a single extraordinary point. The extraordinary points were all placed at the origin \((0, 0)\), and we considered valences 3, 5, 6 and 7. The rest of the control points used to build these
planar domains were placed at the vertex locations shown in Figure 20. Additionally, the meshes were scaled such that, starting from (0, 0) and moving in the direction of spoke edges, the farthest control points encountered are unit distance from (0, 0). The corresponding computational domains at the coarsest level of refinement are shown in Figure 21. The error convergence rates, as the meshes are globally and uniformly refined using $U_A$-updates from 4.4.4, are shown in Figures 22, 23 and 24 for all the cases. The following can be observed:

- The error convergence rates are optimal for the function approximation and Poisson problems for all test cases in $L^2$, $H^1$ and $L^\infty$ norms.

- For the biharmonic problem, and the valence 3 domain shown in Figure 21a, the error convergence rates in $L^2$, $H^1$, $H^2$ and $L^\infty$ norms are optimal.

- For the biharmonic problem, and extraordinary points with $\mu > 3$, the error convergence rates, while optimal in the $H^1$ norm, are slightly sub-optimal in $L^2$ ($\geq 3.6$), $H^2$ ($\geq 1.8$), and $L^\infty$ ($\geq 3.4$) norms. We conjecture that the rates will converge towards optimal ones with refinement. However, we were unable to verify this conjecture because the high condition numbers of system matrices for subsequent refinement levels ($> 10^{16}$) make the round-off errors dominate the convergence rates; similar behavior was noticed when $\Pi^*$ was used. It is usually difficult to verify optimal error convergence rates numerically in the presence of conditioning issues; see [21] for example.

It should be noted that since $\Pi^+$ is not idempotent, its use as the smoothing operator leads to slight variations in geometries during refinement; indeed, from Proposition 4.4, $U_A$-updates only guarantee invariant geometry when idempotent smoothing operators are used. Nevertheless, in practice, we have observed the variations to be very small and these have been tabulated in Table 4 for the analysis tests corresponding to Figure 21. The geometric consistency errors have been presented only for the first three levels of refinement as the trend is obvious from the data.
Remark 5.2. The geometric consistency errors shown in Table 4 are very small, and we did not observe any adverse effects on our computations because of them. Nevertheless, it is possible to formulate refinement procedures that lead to a monotone reduction in \( \text{dist}(S_0, S_j) \) with increasing \( j \). This could be achieved, conceptually, by referring back to \( S_0 \) (instead of \( S_j \)) for the computation of control points that define \( S_{j+1} \). An efficient implementation of such an update procedure would only require storing the Bézier extracted 1-ring elements of \( S_0 \).

Next, we employed a square mesh containing two extraordinary points of valence 3 and valence 5. The mesh defines the computational domain \( \Omega = [0, 1]^2 \), and is shown in Figure 25a. The problems solved are the same ones from before; see Equations (5.8), (5.9) and (5.10). The error convergence rates for the solutions obtained on this multi-EP mesh are shown in Figure 25b (function approximation); Figure 25c (Poisson); and Figure 25d (biharmonic). The error convergence rates are, once again, in accordance with the observations made above for the single-EP meshes.

Linear elasticity. As a final benchmark, we perform a standard patch test [19] for the geometry in Figure 25a. The objective of this test is to ensure that an arbitrary “patch” of elements can reproduce constant strain states exactly. For this purpose, we impose the exact displacement field,

\[
u(x, y) = x/3 + y/5 + 1, \quad v(x, y) = x - y/2 - 2,
\]

on the boundary of our computational domain and solve the equations of linear elasticity. The material is assumed to be homogeneous and isotropic, and we choose \( E = 10^5 \) as the Young’s modulus and \( \nu = 0.3 \) as the Poisson’s ratio. As stated in Remark 1.3, as a consequence of isogeometric compatibility, i.e. \( S_D \subset S_A \), and the properties of our spline spaces, we expect exact satisfaction of the patch test, and this is precisely what we observe. The computed displacement fields on the geometry, \( u^h \) and \( v^h \), are shown in Figures 26a and 26b; the pointwise error,

\[
e(x, y) := ((u(x, y) - u^h(x, y))^2 + (v(x, y) - v^h(x, y))^2)^{1/2},
\]

was observed to be of the order of \( 10^{-16} \) everywhere on the geometry, thus implying exact reproduction of the linear displacement field and satisfaction of the patch test.
Table 4: Geometric consistency errors introduced when performing analysis on meshes built using $\Pi^+$, and shown in Figure 21; $U_\alpha$-updates are used for refinement.

<table>
<thead>
<tr>
<th>Valence</th>
<th>$\text{dist}(\cdot, \cdot)_2$</th>
<th>$\text{dist}(\cdot, \cdot)_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(S_0, S_1)$</td>
<td>$(S_1, S_2)$</td>
</tr>
<tr>
<td>3</td>
<td>5.03e-05</td>
<td>1.44e-06</td>
</tr>
<tr>
<td>5</td>
<td>1.69e-04</td>
<td>6.02e-06</td>
</tr>
<tr>
<td>6</td>
<td>2.01e-04</td>
<td>7.64e-06</td>
</tr>
<tr>
<td>7</td>
<td>2.20e-04</td>
<td>8.78e-06</td>
</tr>
</tbody>
</table>

Figure 25: Figure (a) shows the mesh used at the coarsest level of refinement, and Figures (b), (c) and (d) show the solution convergence for the projection problems in Equations (5.8), (5.9) and (5.10), respectively. The errors at the extraordinary points are indicated by $\mu = 3$ and $\mu = 5$. 
Figure 26: Results of a patch test. Exact displacement field given in Equation (5.11) is imposed on the boundaries of the geometry in Figure 25a, and the computed displacement fields, $u^h$ and $v^h$, are shown in Figures (a) and (b). The computed displacement field matches the exact displacement field given in Equation 5.11 up to machine precision ($\approx 10^{-16}$), thus implying satisfaction of the patch test.

5.3.2. Applications to high-order PDEs

Scordelis–Lo roof. A curved cylinder with dimensions $(r, L, \theta_{sector}) = (25, 50, 2\pi/3)$ is loaded under gravity and has the following material parameters:

- Young’s modulus, $E = 4.32 \times 10^8$
- Poisson’s ratio, $\nu = 0.0$
- Thickness, $t = 0.25$

The shell formulation used is based on the Kirchhoff–Love thin shell theory in which transverse shear strains are zero. The end result is a rotation-free formulation requiring $C^1$ continuous trial functions. Necessarily, since transverse shear strains are suppressed, one would anticipate the theory would result in smaller deformations than for Reissner–Mindlin shell theory, which accounts for transverse shear strains.

Using an analytical height function in conjunction with a planar mesh (a scaled version of the mesh in Figure 25a) to create the cylindrical roof, the solution to the thin-shell problem is shown in Figure 27. The vertical displacement at the mid-point of the straight edges converges toward, but underestimates, the Reissner–Mindlin theory.
Figure 27: Figures (a) and (b) show the coarsest level of refinement used and the corresponding solution obtained for vertical displacements, respectively. Figures (c) and (d) show convergence of the vertical displacement, \( w_A \), at point A, labelled in Figure (a), with mesh size and number of degrees of freedom, respectively. Note that the results are normalized by a reference solution, \( w_{ref} \), based on transverse-shear deformable Reissner–Mindlin theory. Our results are based on Kirchhoff–Love thin shell theory in which transverse shear deformations are suppressed, and as one would expect, and as observed above, the Kirchhoff–Love converged displacement is somewhat less than that for Reissner–Mindlin theory. The red dashed line refers to the results obtained using the Kirchhoff–Love theory and a uniform NURBS mesh with 67,000 degrees of freedom.

The reference solution of \( w_{ref} = 0.3024 \). The computed displacement at the last level of refinement was \( w_A = 0.3006 \), and in complete agreement with the computations in [37]. Note that we did not exploit any symmetry conditions in the simulation; this is why we plotted the results versus the number of degrees of freedom, \( n \), divided by 4. This brings the results in line with those of [37] which assumed four-fold symmetry. It should be noted that our mesh is intentionally not well suited for the problem and, moreover, we only employed global refinements unlike [37].
Figure 28: Figure (a) shows the initial volume-fraction distribution over the surface of a double-donut, which is the domain of interest for the Cahn–Hilliard problem, and Figures (b)–(f) show its time-evolution. The meshes used for the computation contained 12,382 degrees of freedom. The few iso-parameter lines plotted above are presented simply to indicate the locations and valences (6) of the extraordinary points.
Cahn–Hilliard. We solve the fourth-order non-linear Cahn–Hilliard problem on the surface of the double-doughnut $\Omega$ shown in Figure 28. The following non-dimensional form is considered (see [2]):

$$\frac{\partial c}{\partial t} = \nabla_\Omega \cdot (c(1-c)\nabla_\Omega(N_2\mu_c - \Delta_\Omega c)) \quad \text{on } \Omega \times [0, T],$$

$$c(x, 0) = c_0(x) \quad \text{on } \Omega,$$

where $\nabla_\Omega$ and $\Delta_\Omega$ are the surface gradient and Laplace–Beltrami operators, respectively, and $\mu_c := \frac{1}{3} \log \left( \frac{c}{1-c} \right) + 1 - 2c$. The selected mesh had 12,382 degrees of freedom, and we solved the equations for initial volume fraction $\bar{c} = 0.5$ and the corresponding value of $N_2$ was 3,282.5. The initial value of $c$, namely $c_0$, was determined by randomly perturbing $\bar{c}$, as described in [16, 28]. The results are shown in Figure 28. Steady state was reached for the configuration in 650 time-steps. The solution coefficients were strictly between 0 and 1. Then, since the basis functions used are non-negative and form a partition of a unity, one concludes that the computed solution is between 0 and 1 everywhere.

6. Extensions

The promise of the methodology presented here is complemented by several potentially fruitful research topics, and we briefly discuss some of these in the following.

Smoothing matrices. We only considered the smoothing matrices presented in [44] here. However, an interesting question is whether better smoothing matrices can be designed that simultaneously contain all the desirable properties, namely, positivity and idempotence.

Condition numbers. A drawback of the approach, briefly mentioned in Section 5.3, is high condition numbers for very fine meshes, which we assume is a direct consequence of the singular parameterizations employed. Note that the problem was visible only in the case of the biharmonic problem because of the well-known fact that the condition numbers for this problem increase as $h^{-4}$, where $h$ is the mesh size, even in the
absence of singularities; compare with the Poisson equation where they only increase as $h^{-2}$. Since $C^1$ smoothness makes these high-order PDEs easily accessible, further investigations into possible methods of alleviating this problem are warranted.

Non-uniform knots at the extraordinary point. If the uniform knot standardization step from Section 2.2 is not performed, it is still possible to perform the $C^1$ construction. The framework from [44] is only valid for uniform knot spans. However, coupling with a non-uniform $2 \times 2$ split, as outlined in Appendix C, can be employed to adapt the approach to non-uniform knot spans. Nevertheless, in this case the following are some small things one would need to be aware of with regard to geometric modeling (the isogeometric analysis framework stays essentially unchanged):

(a) In the case of non-uniform knots around an extraordinary point, as was also stated in [50], the region of $C^1$ smoothness of the unstructured spline surfaces would increase as, referring to Figure 6, each transition element would only have $C^1$ smooth contact with its neighboring transition and irregular elements.

(b) The refinement scheme we proposed in Section 3.3 will not be applicable. In particular, the update rules for the T2 irregular control points will not be the usual knot-insertion rules. However, a way around this approach would be to directly use one of the existing non-uniform subdivision schemes ([7], for example) to update all the irregular control points.

Arbitrary odd polynomial degrees and smoothness. Extensions to arbitrary odd polynomial degrees could be done by coupling the $C^1$ patch-based construction with the non-uniform subdivision approach outlined in [7] for arbitrary odd polynomial degrees. Then, this would also allow us to achieve second-order smoothness, and higher, at extraordinary points by using high-order singular parameterizations [5, 45, 51].

Other locally refinable spline technologies. It should be clear that the framework is directly applicable to other locally refinable spline technologies, such as LR-splines [14] or (T)HB-splines [15], as long as the following two conditions are met:
(a) Regions of local refinements are sufficiently separated from extraordinary points such that the 2-disk neighborhoods of the latter are “blind” to the former (see Figure 5).

(b) All regular spline functions that are identically zero on the 1-ring elements of extraordinary points are linearly independent (see Remark 2.2).

Note that refinements in the vicinity of extraordinary points could still be carried out using R2 refinements (with these refinements propagating out into the regular regions as per the rules of the particular spline technology being utilized). The issue of performing local refinements close to extraordinary points and, thus, possibly relaxing the first condition above (and the second condition in Definition 2.3) is more involved and requires further investigation.

7. Conclusions

We presented a $C^1$ construction around extraordinary points for the case of bi-cubic, analysis-suitable T-splines, leveraging the singular parameterizations presented in [44], coupled with the $2 \times 2$ element split from [36]. Appreciating the differing requirements posed by geometric modeling and isogeometric analysis, separate spline spaces for both fields were built, and their suitability for applications in these fields was demonstrated by several numerical examples. In particular, superior approximation behavior when solving PDEs was observed.

A key feature of our construction is its locality — only small neighborhoods of extraordinary points are affected — making it highly portable. For example, it would be straightforward to combine the construction here with the one in [54] for smooth polar splines, and the combination would be able to tackle all the usual unstructured configurations. Additionally, performing such a construction in the context of other locally refinable spline technologies (based on local tensor-product structures) should be straightforward.

Finally, we believe that we have created a design and analysis methodology for smooth bi-cubic splines on unstructured quadrilateral meshes containing extraordinary
Figure A.29: The spline control points map to the Bézier control points on each elements in $\mathcal{M}_{e_3}$ using the rules listed in Equations (A.2), (A.3) and (A.4).

points that, on the one hand, is suitable and attractive for design applications and, on the other hand, achieves optimal, or almost optimal, convergence rates in typical analysis situations and attains desired attributes of an analysis technology.
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Appendix A. Bézier extraction of spline control points

In order to construct the macro extractions used in Sections 3.2 and 4.3, we will make use of the following rules for creating a map from spline control points to Bézier control points. As always, the local coordinate system for Bézier elements will be denoted by the colored arrows, as in Figure 2. All indices in the following equations refer to Figure A.29, where we have relabeled the interior Bézier control points as,

\[ B^f_j := B^p_{pq}, \quad p, q \in \{2, 3\}, \quad j := p + 4q + 1. \]

Additionally, we will make use of the following weighting function,

\[ w(a, b) := \frac{a}{a + b}. \quad (A.1) \]

Spline \( \mapsto \) Face control points. Referring to Figure A.29a, define,

\[ w^1_v := w(a, b + c), \quad w^1_u := w(d, e + f), \]
\[ w^2_v := w(a + b, c), \quad w^2_u := w(d + e, f), \]

and let \( \bar{w}^i_z := 1 - w^i_z, \quad i = 1, 2 \) and \( z = u, v \). Then, we construct the map from spline control points to the interior Bézier control points as follows,

\[ B^f_6 = \bar{w}^1_v (\bar{w}^1_u P_A + w^1_u P_B) + w^1_v (w^1_u P_D + \bar{w}^1_u P_C), \]
\[ B^f_7 = \bar{w}^1_v (\bar{w}^2_u P_A + w^2_u P_B) + w^1_v (w^2_u P_D + \bar{w}^2_u P_C), \]
\[ B^f_{10} = \bar{w}^2_v (\bar{w}^1_u P_A + w^1_u P_B) + w^2_v (w^1_u P_D + \bar{w}^1_u P_C), \]
\[ B^f_{11} = \bar{w}^2_v (\bar{w}^2_u P_A + w^2_u P_B) + w^2_v (w^2_u P_D + \bar{w}^2_u P_C). \quad (A.2) \]

Face \( \mapsto \) Edge control points. Referring to Figure A.29b, define,

\[ w^1 := w(a, b), \]
and let \( \bar{w}^1 := 1 - w^1 \). Then, we construct the map from face control points to the edge-interior Bézier control points as follows,

\[
B_m^e = \bar{w}^1 B_{11}^f + w^1 B_{10}^f,
\]

\[
B_n^e = \bar{w}^1 B_{6}^f + w^1 B_{7}^f.
\]

(A.3)

Face \( \mapsto \) Vertex control points. Referring to Figure A.29c, define,

\[
w^i := w(a^{i+2}, a^i) \times w(a^{i-1}, a^{i+1}),
\]

where the index \( i \) is to be understood modulo \( \mu \), and \( \mu \) is the number of edges meeting at \( B^v \). Then, we construct the map from face control points to the corner Bézier control points as follows,

\[
B^v = \frac{4}{\mu} \sum_{i=1}^{\mu} w^i B_0^{f,i}.
\]

(A.4)

Appendix B. Knot insertion

We will present the knot insertion algorithm in polar form, and what follows is a special case of [8]. In particular, with the neighborhood of an extraordinary point in mind, we will consider the following univariate case:

- cubic splines over the knot interval \([\ldots, t_0, t_1, t_2, t_3, t_4, \ldots]\), where \( t_i < t_{i+1} \);
  - and,

- new knots being introduced \([\ldots, u_0, u_1, u_2, u_3, \ldots]\), where \( t_i < u_i < t_{i+1} \),

where the knot spans are assumed to be non-zero to mimic the restriction imposed in Section 3.3, namely, non-zero knot spans in the extraordinary point’s neighborhood.

We use the following convenient notation: on a knot vector \([\ldots, \xi_{i-1}, \xi_i, \xi_{i+1}, \ldots]\), the control point of a cubic B-spline associated with the \( i^{th} \) knot is indexed by the 3 consecutive knots \( \xi_{i-1}, \xi_i, \xi_{i+1}, \) i.e., the control point is denoted by \( P_{\xi_{i-1}\xi_i\xi_{i+1}} \). Let us focus on the knot intervals \([t_1, t_2]\) and \([t_2, t_3]\). Both intervals are split into two by the knots \( u_1 \) and \( u_2 \). Our aim is the computation of the updated control points,

\[
P_{t_1u_1t_2}, \quad P_{u_1t_2u_2}, \quad P_{t_2u_2t_3}, \]
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on the new knot vector,

\[ \ldots, t_0, u_0, t_1, u_1, t_2, u_2, t_3, u_3, t_4, \ldots \].

Then, the new points can be computed as follows,

\[
P_{t_{1u_1}t_2} = \frac{t_3 - u_1}{t_3 - t_0} P_{t_0t_1t_2} + \frac{u_1 - t_0}{t_3 - t_0} P_{t_1t_2t_3},
\]

\[
P_{t_{2u_2}t_3} = \frac{t_4 - u_2}{t_4 - t_1} P_{t_1t_2t_3} + \frac{u_2 - t_1}{t_4 - t_1} P_{t_2t_3t_4},
\]

\[
P_{u_{1t_1}u_2} = \frac{t_3 - u_2}{t_3 - t_1} P_{t_1u_1t_2} + \frac{u_2 - u_1}{t_3 - t_1} P_{t_1t_2t_3} + \frac{u_1 - t_1}{t_3 - t_1} P_{t_2u_2t_3}.
\] (B.1)

The rules in higher dimensions are obtained by tensor-products of the above rules, and the above local computations can be performed to compute the refined control points everywhere in the extraordinary point’s neighborhood.

**Appendix C. Non-uniform knots at the extraordinary point**

Instead of performing the first step that makes all spoke edges uniform (see Definition 2.4), we could also perform a $C^1$ completion at the extraordinary point despite non-uniformity of the spoke edge knot spans. In order to accomplish this, we outline here a simple approach for making the framework in [44] amenable to smooth joins of non-uniform Bézier patches. Once again, assuming that Equation (2.8) is already satisfied when $q = 2, 3$, we adopt the following approach for smoothness imposition.

(a) First, split each $x^i$ into 4 sub-elements $x^{i,jk}$, $j, k \in \{1, 2\}$, by splitting the parent element $\omega^i = [0, a^i] \times [0, a^{i+1}]$ along parameter lines $u = a/2$ and $v = a/2$ where,

\[
a := \min_{i}(a^i). \tag{C.1}
\]

Denoting with $S_a^{i,jk}$ the matrix that acts upon the vector of control points $B_{pq}^i$ to yield control points $B_{pq}^{i,jk}$ when $\omega^i$ is split at parameter lines $u = \frac{a}{2}$ and $v = \frac{a}{2}$,

\[
B^{i,jk} = S_a^{i,jk} B^i. \tag{C.2}
\]
Of course, the application of $S_{i,j}^{a}$ is equivalent to the application of the de Casteljau algorithm, as before. Compare the above equation with Equation (2.12) and note that the splitting operator depends on $i$ now because of the allowed non-uniformity.

(b) Next, follow the last two steps as outlined in Section 2.1.4 in order to complete the imposition of $C^1$ smoothness.
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