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Abstract

We demonstrate the potential of collocation methods for efficient higher-order analysis on
standard nodal finite element meshes. We focus on a collocation method that is variation-
ally consistent and geometrically flexible, converges optimally, embraces concepts of reduced
quadrature, and leads to symmetric stiffness and diagonal consistent mass matrices. At
the same time, it minimizes the evaluation cost per quadrature point, thus reducing formation
and assembly effort significantly with respect to standard Galerkin finite element methods.
We provide a detailed review of all components of the technology in the context of elastody-
namics, i.e. weighted residual formulation, nodal basis functions on Gauss-Lobatto quadra-
ture points, and symmetrization by averaging with the ultra-weak formulation. We quantify
potential gains by comparing the computational efficiency of collocation and standard finite
elements in terms of basic operation counts and timings. Our results show that colloca-
tion is significantly less expensive for problems dominated by the formation and assembly
effort, such as higher-order elastostatic analysis. Furthermore we illustrate the potential of
collocation for efficient higher-order explicit dynamics. Throughout this work, we advocate
a straightforward implementation based on simple modifications of standard finite element
codes. We also point out the close connection to spectral element methods, where many of
the key ideas are already established.
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1. Introduction

A collocation method is a numerical method to approximate the solution of boundary value problems based on partial differential equations (PDEs) [1–3]. It is different from the well-known Galerkin method, which serves as the basis of standard finite element methods [4–6]. From a variational point of view, collocation is based on the method of weighted residuals involving the strong form of the PDE [7, 8]. Of particular interest are point collocation methods that constrain the error at a suitably chosen set of collocation points, where the PDE, the boundary conditions, or a weighted average of both are enforced exactly. A straightforward way to establish a collocation method by way of the method of weighted residuals is to use test functions in the form of Dirac $\delta$ distributions at the collocation points [1, 3, 9, 10]. An alternative approach achieves the same effect by using the Kronecker $\delta$ property of special test function spaces, and evaluates the weighted residual form at the corresponding locations [2, 11, 12]. The main advantage of collocation as compared to Galerkin methods is a significant reduction of the computational cost for the formation and assembly\(^1\) of stiffness matrices and residual vectors [13–16]. Collocation methods attracted wide attention during the 1970’s and 80’s (see for example [9, 10, 13–15, 17–19]), and have been widely applied in spectral element methods [1, 2, 11, 12, 20], in meshfree methods [21–26], and most recently in isogeometric analysis [16, 27–30].

The main objective of the present paper is to demonstrate the potential of collocation methods for efficient higher-order analysis on the basis of standard nodal finite element meshes. Since the use of collocation methods is far less widespread in structural mechanics than in fluid dynamics [12, 31–33], we emphasize formulations and applications in elastostatics and explicit elastodynamics. We focus on a collocation method that uses the Gauss-Lobatto Lagrange basis as test functions and the corresponding Gauss-Lobatto points as collocation points. In this paper, we refer to this method as $hp$-collocation, emphasizing its collocation character on nodal finite element meshes, where convergence is achieved either by decreasing the mesh size $h$ or by increasing the polynomial degree $p$ of the elements. $hp$-collocation in this form combines the following attractive attributes:

1. Variational consistency: Consistent derivation from a variational principle.

---

\(^1\)We subdivide the process of building global arrays into two distinct parts. Formation refers to the evaluation of quadrature points and building local arrays. This is where the major savings are made. Assembly refers to placing the contributions of local arrays into global arrays. We note that we will use this terminology in difference to the common habit of connoting the complete process of building global arrays with the word assembly.
2. **Reduced quadrature**: Consistently links reduced quadrature and collocation.

3. **Cost of collocation**: Reduces the formation effort by minimizing the cost per quadrature point evaluation.

4. **Full accuracy**: Achieves optimal rates of convergence equivalent to the Galerkin method.

5. **Geometric flexibility**: Uses standard nodal finite element meshes to handle arbitrary geometries.

6. **Symmetry**: In elasticity the stiffness matrix is symmetric.

7. **Diagonality of the consistent mass matrix**: Opens the door for fully explicit dynamics.

From a variational perspective, the starting point for the construction of the \(hp\)-collocation method is the standard weak formulation of the boundary value problem, for example the principle of virtual work in elasticity. After discretization with \(C^0\) finite elements, it is transformed into a weighted residual formulation by separately integrating by parts in each element domain. The \(C^0\) continuity along element boundaries leads to additional flux terms that tie adjacent elements together [4]. The basic idea of \(hp\)-collocation is the combination of a reduced quadrature scheme based on Gauss-Lobatto quadrature with nodal test functions that use the Gauss-Lobatto quadrature points as nodes. We refer to these special functions as the **Gauss-Lobatto Lagrange** (GLL) basis. The reduced quadrature scheme is sufficiently accurate that the order of the error and the convergence rates are unaffected by the “under-integration” [34–36]. The Kronecker \(\delta\) property of the GLL basis at the Gauss-Lobatto quadrature points automatically leads to a collocation type scheme during the integration of each element. At each interior quadrature point, the strong form of the PDE is enforced exactly in the sense of a point collocation method. At each element boundary quadrature point, a weighted sum of the residual of the PDE and the flux over the element boundaries is enforced, where the weighting factors naturally arise from the corresponding Gauss-Lobatto weights of the domain and flux integrals. As long as test functions of the GLL basis are used, \(hp\)-collocation can operate with any tensor-product \(C^0\) approximation basis, such as integrated Legendre [11, 37] or Bernstein polynomials [38]. In the scope of this paper, we use only tensor-product quadrilateral and hexahedral finite elements, but we note that an extension of \(hp\)-collocation to triangular and tetrahedral elements [33, 39, 40] by way of the concept of collapsed Cartesian coordinates [41] exists.

Although the local stiffness matrices are obtained by collocating the strong form of the PDE at each quadrature point, \(hp\)-collocation is not a classical point collocation method, since it does not rely on Dirac \(\delta\) distributions as test functions. From a numerical analysis point of view, \(hp\)-collocation can be classified as a special form of a Petrov-Galerkin method,
and is therefore open to the standard machinery of theorems and proofs that have been developed in the framework of the standard finite element method [2, 31, 32, 42, 43]. For affine elements, the weighted residual formulation leads to exactly the same stiffness matrix as the standard Galerkin formulation. Consequently, \(hp\)-collocation achieves the same accuracy as a Galerkin method, in particular optimal rates of convergence in the energy norm, the \(H^1\) semi-norm and the \(L^2\) norm. In general, the stiffness matrices of \(hp\)-collocation with reduced Gauss-Lobatto quadrature and standard Galerkin finite elements with full Gauss quadrature are not identical due to the difference in the accuracy of the integration schemes. From a geometric point of view, \(hp\)-collocation can make full use of the flexibility of standard nodal finite element meshes with non-affine mappings. It is therefore able to accommodate arbitrarily shaped analysis domains, directly linked to and fully supported by standard mesh generation tools. For non-affine elements, the weighted residual formulation leads to a different stiffness matrix than the standard Galerkin formulation. In particular, the stiffness matrix of the weighted residual formulation is non-symmetric.

If we choose approximation and test functions based on the same GLL basis in the sense of a Bubnov-Galerkin method, the symmetry of stiffness matrices in \(hp\)-collocation can be restored also for non-affine elements. To this end, we average the weighted residual formulation with a dual variational formulation based on the ultra-weak formulation [44–46]. Symmetry is essential for reducing memory, speeding up formation and assembly procedures, and for the application of highly efficient iterative solvers based on conjugate gradients. Furthermore, an approximation basis consisting of nodal GLL basis functions considerably facilitates the implementation of \(hp\)-collocation in existing finite element software. The corresponding data structures are already implemented in most standard codes, so that the necessary changes only affect basis function, quadrature and formation routines, while the majority of the code such as pre- and post-processing, degree of freedom handling, assembly procedures, equation solvers and implicit/explicit time stepping schemes can be used in the same form. In addition, by using approximation and test functions based on the GLL basis, the consistent mass matrix of \(hp\)-collocation is diagonal. This opens the door for fully explicit time integration schemes, and is a well-known property of GLL basis functions in conjunction with Gauss-Lobatto quadrature [1, 20, 32, 47–49].

Collocation methods that use the Kronecker \(\delta\) property of Gauss-Lobatto nodes in conjunction with corresponding nodal basis functions are not new, and many instantiations of this concept have been developed under different names in the past, e.g. the \(C^0\)-collocation-Galerkin method [50–53], the differential quadrature method [54, 55], the G-
NI or SEM-NI methods (Galerkin/spectral element methods with numerical integration) [11, 12, 56], multidomain spectral or pseudospectral elements [12, 31, 32, 36, 57] or \( hp \)-FEM with Gauss-Lobatto basis functions [58, 59]. Beyond the straightforward implementation of \( hp \)-collocation advocated in the present paper, advanced implementation technologies for collocation methods have been developed, which are documented in particular in the spectral element literature [11, 12, 20, 32, 48, 60, 61]. In this context, we would be very happy if the presented material implicitly triggered the interest of standard finite element analysts in collocation type methods that have reached a very mature state in spectral elements. In particular, we recommend the textbooks by Boyd [31], Canuto et al. [11, 12], Hesthaven et al. [48] and Trefethen [62] as good starting points.

Recent research activities of the authors have been mainly centered around the development of isogeometric methods that intend to bridge the gap between computer aided geometric design and analysis [63, 64]. Their core idea is to use the same smooth and higher-order basis functions, e.g. B-splines, NURBS, T-splines [65–70], hierarchical splines [71–78], PHT-splines [79, 80], or LRB-splines [81, 82], for the representation of geometry and the approximation of solution fields. Perhaps more importantly, isogeometric analysis turns out to be a superior computational mechanics technology, which on a per-degree-of-freedom basis exhibits increased accuracy and robustness in comparison to \( C^0 \) finite element methods [83–85]. However, the advent of isogeometric analysis does not mean that methods based on standard nodal finite element meshes will go away. We believe that the future of computational mechanics will see a further diversification into different analysis methods that will “peacefully” coexist, and the specific requirements of each application will dictate which approach the analyst will use. Moreover, we emphasize that \( C^0 \) finite element analysis and the isogeometric concept can be naturally linked together. To this end, we can take any smooth parametrization of a geometric design and simply execute the standard knot insertion algorithm [86, 87] until each knot span is a \( C^0 \) Bézier element [88]. The advantages of smoothness for analysis are lost in the resulting Bézier mesh, but the geometry is still represented exactly with respect to the original geometric design. In this sense, isogeometric analysis, finite elements, and \( hp \)-collocation offer different opportunities that can all be folded into a geometric view of analysis.

The outline of the paper is as follows: Section 2 provides a detailed review of all components of the technology in the context of elastodynamics, i.e. the weighted residual formulation, reduced quadrature and nodal basis functions based on the Gauss-Lobatto quadrature points, and symmetrization by averaging with the ultra-weak formulation. Our presen-
tation emphasizes that $hp$-collocation can be implemented with little effort in standard finite element codes. Section 3 compares $hp$-collocation and standard Galerkin finite elements in terms of their computational efficiency. First, we assess the computational cost for forming and assembling stiffness matrices and residual vectors on the basis of floating point operations required for one quadrature point evaluation. Second, we quantify the cost of $hp$-collocation vs. standard Galerkin finite elements to solve a representative elasticity problem in 3D, considering both accuracy vs. the number of degrees of freedom as well as accuracy vs. the total computing time. The results show that $hp$-collocation is significantly less expensive for problems that are dominated by the formation and assembly effort, such as in higher-order elastostatic analysis. Section 4 presents a range of numerical examples that show the versatility and flexibility of $hp$-collocation in terms of optimal rates of convergence on geometrically mapped domains, adaptive mesh refinement, and explicit structural dynamics. As a large-scale industrial example, we apply $hp$-collocation for the dynamic impact analysis of a full-scale wind turbine. In particular, we demonstrate that $hp$-collocation is able to operate on standard quadrilateral and hexahedral finite element meshes generated by the meshing tool TUM.GeoFrame [89]. Section 8 summarizes the important properties of $hp$-collocation and the contributions herein.
2. Deriving \(hp\)-collocation from a reduced quadrature perspective

We review the derivation of \(hp\)-collocation in the context of elastodynamics which contains elastostatics as a special case. We interpret the method as a reduced quadrature scheme, which we think will facilitate access to \(hp\)-collocation from the point of view of standard Galerkin finite elements. Alternative derivations of some of the key concepts of \(hp\)-collocation can be found in the context of spectral element methods, for example in the excellent textbooks by CANUTO et al. [11, 12].

2.1. Problem statement and variational formulation

We consider the displacement field \(\mathbf{u}\) of an elastic body \(\Omega \in \mathbb{R}^3\). It is subject to prescribed displacements \(\bar{\mathbf{u}}\) on part of its boundary \(\Gamma_u\), to the traction \(\bar{\mathbf{t}}\) on the rest of its boundary \(\Gamma_t\), and to a body force \(\mathbf{b}\) and an inertia force \(\rho \ddot{\mathbf{u}}\) per unit volume. Initial conditions \(\mathbf{u}|_{t=0}\) and \(\dot{\mathbf{u}}|_{t=0}\) that are compatible with the boundary conditions define the displacement and velocity field, respectively, at time \(t = 0\). The initial boundary value problem of elastodynamics in strong form can then be formulated as follows

\[
\begin{align*}
\text{div} \sigma + \mathbf{b} &= \rho \ddot{\mathbf{u}} & \text{on } \Omega \quad (1a) \\
\mathbf{u} &= \bar{\mathbf{u}} & \text{on } \Gamma_u \\
\mathbf{t} &= \sigma \mathbf{n} = \bar{\mathbf{t}} & \text{on } \Gamma_t \\
\mathbf{u}|_{t=0} &= \mathbf{u}_0 & \text{on } \Omega \quad (1d) \\
\dot{\mathbf{u}}|_{t=0} &= \dot{\mathbf{u}}_0 & \text{on } \Omega \quad (1e)
\end{align*}
\]

When we will talk about the partial differential equation (PDE) in the following, we refer to (1a). In the scope of this paper, we assume linear elasticity, where the symmetric strain tensor is defined as \(\mathbf{\varepsilon} = \text{sym} [\nabla \mathbf{u}]\), and the symmetric stress tensor \(\sigma\) is connected with the strain tensor \(\mathbf{\varepsilon}\) by the standard fourth-order elasticity tensor \(C\) (Hooke's law).

Assuming that displacements \(\mathbf{u}\) and test functions (or virtual displacements) \(\delta \mathbf{u}\) are elements of the following function spaces

\[
S = \{ \mathbf{u} \in H^1(\Omega) \mid \mathbf{u}(\Gamma_u) = \bar{\mathbf{u}} \} \\
V = \{ \delta \mathbf{u} \in H^1(\Omega) \mid \delta \mathbf{u}(\Gamma_u) = 0 \}
\]

the strong form (1) can be transferred into the weak form of the initial boundary value
problem. In the present case, the weak form reads

$$\delta W(\mathbf{u}, \delta \mathbf{u}) = \int_{\Omega} \sigma : \delta \varepsilon \, d\Omega - \int_{\Omega} (\mathbf{b} - \rho \ddot{\mathbf{u}}) \cdot \delta \mathbf{u} \, d\Omega - \int_{\Gamma_t} \mathbf{t} \cdot \delta \mathbf{u} \, d\Gamma = 0 \quad (3)$$

The variational formulation (3) is also denoted as the principle of virtual work [90], and constitutes the starting point for the derivation of discretizations in the framework of standard Galerkin finite element analysis (FEA) [4, 64, 91].

Following the standard FEA approach, we introduce a discretization of the domain $\Omega$ that approximates the elastic body by a mesh of finite elements

$$\Omega = \bigcup_{e=1}^{n_{ele}} \Omega^e \quad (4)$$

We focus on standard quadrilateral and hexahedral elements in $\mathbb{R}^2$ and $\mathbb{R}^3$, respectively. These elements use tensor-product basis functions based on Lagrange polynomials of degree $p$ that are defined in each parametric direction as

$$N_i(\xi) = \prod_{j=1, j \neq i}^{p+1} \frac{\xi - \hat{\xi}_j}{\hat{\xi}_i - \hat{\xi}_j}, \quad i = 1, \ldots, p + 1 \quad (5)$$

where $\xi \in [-1, 1]$ denotes the coordinate in the corresponding direction of the parametric domain. At the element nodes $\hat{\xi}_i$, the Lagrange basis functions defined by (5) satisfy the Kronecker $\delta$ property

$$N_i(\hat{\xi}_j) = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{if } i \neq j 
\end{cases} \quad (6)$$

We use the basis functions $N_i$ to approximate displacements, virtual displacements and accelerations in each element domain $\Omega^e$ as

$$\mathbf{u}^h = \sum_{i=1}^{n_{nod}} N_i \mathbf{c}_i \quad \delta \mathbf{u}^h = \sum_{i=1}^{n_{nod}} N_i \delta \mathbf{c}_i \quad \ddot{\mathbf{u}}^h = \sum_{i=1}^{n_{nod}} N_i \ddot{\mathbf{c}}_i \quad (7)$$

in terms of the discrete nodal coefficients $\mathbf{c}_i$, $\delta \mathbf{c}_i$ and $\ddot{\mathbf{c}}_i$. In (7), $n_{nod}$ denotes the total number of nodes in the mesh. The basis functions $N_i$ are polynomials of degree $p$ that are at least $C^1$-continuous within the element domain $\Omega^e$, and $C^0$-continuous over the element boundaries $\Gamma^e$. Using (7) we can derive the corresponding approximations of the strain
tensor and its virtual counterpart as
\[
\varepsilon^h = \sum_{i=1}^{n_{nod}} B_i \delta c_i
\]
\[
\delta \varepsilon^h = \sum_{i=1}^{n_{nod}} B_i \delta c_i
\]
where \( B \) is the strain-displacement matrix \([4, 5]\). The accuracy of the approximations (7) and (8) depends on the number \( n_{ele} \) and characteristic element size \( h \) of elements in the mesh of (4), as well as on the polynomial degree \( p \) of the basis functions. An improvement of the accuracy, i.e. an increase of the number of nodes \( n_{nod} \) in (7), can be achieved by either increasing the number of elements (reducing the characteristic \( h \)) or by increasing the polynomial degree \( p \) of the basis functions. In this sense, we refer to the methods described in the following as \( hp \)-methods. We note that this term is also often used specifically for adaptive high-order finite element methods (see for example [33, 37, 92–94]).

2.2. Standard \( hp \)-FEA with the Galerkin method

The standard Galerkin finite element method is based on the discretization of the variational formulation (3) with the approximations (7) and (8), which yields
\[
\delta c^T \sum_{e=1}^{n_{ele}} \left[ \int_{\Omega^e} B^T \mathbb{C} B \, d\Omega \ c + \int_{\Omega^e} \rho N^T N \, d\Omega \ \ddot{c} \right] = \delta c^T \sum_{e=1}^{n_{ele}} \left[ \int_{\Omega^e} N^T b \, d\Omega + \int_{\Gamma^e_t} N^T \bar{t} \, d\Gamma \right]
\]
where \( c^T = [c_1^T, c_2^T, \ldots, c_{n_{nod}}^T] \), \( B = [B_1, B_2, \ldots, B_{n_{nod}}] \), and \( N = [N_1 I_3, N_2 I_3, \ldots, N_{n_{nod}} I_3] \) wherein \( I_3 \) is the 3 x 3 identity matrix. In particular we choose the same set of basis functions for the approximation of the displacements and the virtual displacements (Galerkin’s method) \([4, 5]\). From (9) we find the element stiffness matrix, the consistent element mass matrix and the element load vector as
\[
K^e = \int_{\Omega^e} B^T \mathbb{C} B \, d\Omega \quad M^e = \int_{\Omega^e} \rho N^T N \, d\Omega \quad f^e = \int_{\Omega^e} N^T b \, d\Omega + \int_{\Gamma^e_t} N^T \bar{t} \, d\Gamma
\]
The element entities (10) are evaluated with the help of numerical integration rules. Normally full Gauss quadrature with \( p+1 \) quadrature points per parametric direction is used \([4, 5]\). They are subsequently assembled into a global system of equations
\[
M \ddot{c} + K \ c = f
\]
where the time dependence is restricted to the vector of coefficients \( \ddot{c} \). We note that the
consistent mass matrix in (11) is usually not diagonal.

2.3. hp-collocation

In the following we present the steps that lead to collocation type methods that operate in the \( C^0 \) discretization framework of (4) to (8) over standard finite element meshes. In analogy to the term \( hp \)-FEA, we denote these methods as \( hp \)-collocation.

2.3.1. Integration by parts and the weighted residual form

The principle of virtual work, which serves as the starting point for the derivation of standard \( hp \)-FEA, is also the starting point for the derivation of \( hp \)-collocation. Inserting the approximations of (7) and (8) into (3) yields

\[
\sum_{e=1}^{n_{ele}} \left[ \int_{\Omega^e} \sigma^h : \delta \varepsilon^h \, d\Omega - \int_{\Omega^e} (b - \rho \ddot{u}^h) \cdot \delta u^h \, d\Omega - \int_{\Gamma^e} \bar{t} \cdot \delta u^h \, d\Gamma \right] = 0 \tag{12}
\]

In contrast to \( hp \)-FEA we reformulate the discretized principle of virtual work (12) by integrating its first term by parts, in the sense that we shift the gradient operator from the virtual strains back onto the stress tensor. Nodal basis functions defined over standard finite element meshes are constructed in such a way that they satisfy the smoothness requirements of (2) on the solution fields \( u \) and the test functions \( \delta u \). Since we want to use nodal basis functions based on Lagrange polynomials later on, we cannot integrate by parts over the complete domain \( \Omega \), since this operation requires basis functions that are in \( C^1(\Omega) \). However, we can use the local smoothness property of nodal basis functions, i.e. they are in \( C^1(\Omega^e) \) within each element domain. This allows us to integrate by parts on each element separately to obtain the following weak form of equilibrium

\[
\sum_{e=1}^{n_{ele}} \left[ -\int_{\Omega^e} \left( \text{div} \sigma^h + b - \rho \ddot{u}^h \right) \cdot \delta u^h \, d\Omega + \int_{\Gamma^e} \sigma^h n \cdot \delta u^h \, d\Gamma - \int_{\Gamma^e_c} \bar{t} \cdot \delta u^h \, d\Gamma \right] = 0 \tag{13}
\]

where \( n \) denotes the outward unit normal on each element boundary \( \Gamma^e \). Integration by parts over each element restores the strong form of the PDE, but also creates an additional flux term that involves integration over the element boundary \( \Gamma^e \) [4]. Note that the flux term involves the gradient of the displacements, which in accordance with restrictions (2) requires basis functions in \( C^0(\Gamma^e) \) only.

The variational formulation (13) requires that on each element \( \Omega^e \) the residual of the original differential equation stated in (1), the forces over the element boundaries (flux
terms) and possible external traction boundary conditions need to be in equilibrium in a weighted average sense. We therefore refer to (13) as the weighted residual formulation. We note that the variational statement of (13) can also be obtained directly from the method of weighted residuals (see for example [7, 8, 64, 95]).

2.3.2. Reduced quadrature at the Gauss-Lobatto points

The first step in constructing the numerical \(hp\)-collocation scheme is the special choice of quadrature points to evaluate the integrals of (13). In the framework of \(hp\)-collocation we use the Gauss-Lobatto quadrature rule, which reads for a function \(f(\xi)\) over the one-dimensional parametric domain \(\xi \in [-1, 1]\)

\[
\int_{-1}^{1} f(\xi) \, d\xi \approx \hat{w}_1 f(-1) + \sum_{i=2}^{n-1} \hat{w}_i f(\hat{\xi}_i) + \hat{w}_n f(1) \tag{14}
\]

The \(n\) quadrature points \(\hat{\xi}_i\) consist of the end points of the integration domain and the \(n - 2\) roots of the first derivative of the Legendre polynomial \(P'_{n-1}(\xi)\) of polynomial degree \(n - 1\). The corresponding integration weights \(\hat{w}_i\) are defined as

\[
\hat{w}_1 = \hat{w}_n = \frac{2}{n(n-1)} \quad \hat{w}_i = \frac{2}{n(n-1)} \left[ P_{n-1}(\hat{\xi}_i) \right]^2, \quad i = 2, ..., n-1 \tag{15}
\]

and they are always positive. Multi-dimensional quadrature rules for quadrilateral and hexahedral elements in the parametric domain can be simply obtained by using tensor-products of the one-dimensional rule. Note that for the numerical integration of the boundary integrals of (13), the quadrature points of the line and surface integrals coincide with the quadrature points of the domain integrals located at the corresponding edge or face, respectively.

In the context of \(hp\)-collocation the number of quadrature points \(n\) corresponds to the number of basis functions in the element \(\Omega^e\). Gauss-Lobatto quadrature in one dimension is exact for polynomial functions \(f(\xi)\) up to polynomial degree \(2n - 3\), where \(n\) denotes the number of quadrature points. For the moment, let us decompose the tensor product Gauss-Lobatto rule into its one-dimensional components. We find that in each parametric direction there are \(n = p + 1\) Gauss-Lobatto points that can exactly integrate polynomials up to degree \(2p - 1\). However, in the case of affine elements, the highest polynomial degree with respect to each parametric direction that appears in the integrals of the bilinear form (13) is \(2p\). Therefore, the volume and surface integrals of (13) are under-integrated, which can be interpreted as a variational crime in the sense of Strang and Fix [42]. In non-affine
elements, there is no quadrature rule that is exact. In low order finite elements, in particular in explicit codes such as LS-Dyna [96], under-integration is widely used to maximize speed and counteract locking in solid elements, and beam, plate and shell elements [97, 98]. In this context it is usually referred to as reduced or one-point quadrature [4, 91, 99].

2.3.3. The Gauss-Lobatto Lagrange basis

The second step for the construction of the numerical \( hp \)-collocation scheme is the special choice of nodes of the Lagrange polynomials in (5). In order to arrive at a collocation type scheme we choose the nodes \( \xi_i \) of the basis functions to be located at the Gauss-Lobatto quadrature points \( \xi_i \) in each element. This important feature has already been indicated by the notation in (5), (14) and (15) that uses the same symbol \( \xi_i \) for element nodes and quadrature points, respectively. In the following we will denote Lagrange basis functions based on Gauss-Lobatto nodes as the \( \text{GLL basis} \) (Gauss-Lobatto Lagrange). Figure 1 illustrates linear, quadratic, cubic, and quartic GLL basis functions in one dimension. Figure 2 shows some of the cubic GLL basis functions of a two-dimensional quadrilateral element.

The combination of the residual form (13), Gauss-Lobatto quadrature and GLL basis functions gives rise to the following collocation type scheme: First, we observe that in (13) all terms are weighted by the discretized virtual displacements \( \delta u^h \) itself, and not by its gradient as in the original principle of virtual work (3). We replace the integrals by discrete evaluations of the integrals at the Gauss-Lobatto nodes. Due to the Kronecker \( \delta \) property of the GLL basis at these nodes it follows that at each quadrature point one basis function of the discretized virtual displacements \( \delta u^h \) is one, while all others are zero. This completely decouples the evaluation of the integrals with respect to the single basis functions in \( \delta u^h \) in each element. As a consequence, the formation of the element stiffness matrices is achieved by evaluating the set of differential equations at each Gauss-Lobatto point in its strong form, which is the main characteristic of a collocation scheme. At each collocation point located at the element boundaries, we add the flux contributions that emanate from the boundary integrals. Thus the weighting of domain and boundary integrals naturally arises from the corresponding Gauss-Lobatto weights and the corresponding volume and area Jacobians.

2.4. A simple collocation example in 1D

We first illustrate \( hp \)-collocation for the simple one-dimensional case. To this end we consider a test discretization in 1D that consists of several elements of uniform width \( h \) as shown in Fig. 3. We first compute the weighted variational formulation (13), where we distinguish the following three cases:
\( \xi \) (a) Linears \((p=1)\).

\( \xi \) (b) Quadratics \((p=2)\).

\( \xi \) (c) Cubics \((p=3)\).

\( \xi \) (d) Quartics \((p=4)\).

**Figure 1:** Gauss-Lobatto Lagrange (GLL) basis functions in 1D.

\( \xi \) (a) Vertex mode.

\( \xi \) (b) Edge mode.

\( \xi \) (c) Interior mode.

**Figure 2:** Some cubic Gauss-Lobatto Lagrange (GLL) basis functions in 2D.
(a) At all interior nodes, we can simply collocate the strong form

\[- \left( E \frac{\partial^2 u^h}{\partial x^2} + b - \rho \ddot{u}^h \right) \frac{\dot{w}_1 h}{2} = 0 \]  

(16)

Since interior nodes contribute only to the quadrature of domain integrals, no boundary terms are present.

(b) At all nodes located at element interfaces, we collocate the strong form of the PDE plus the corresponding boundary stress from the left and the right element

\[- \left( E \frac{\partial^2 u^h}{\partial x^2} + b - \rho \ddot{u}^h \right) \frac{\dot{w}_n h}{2} \bigg|_{left} - \left( E \frac{\partial^2 u^h}{\partial x^2} + b - \rho \ddot{u}^h \right) \frac{\dot{w}_1 h}{2} \bigg|_{right} + E \left( \frac{\partial u^h}{\partial x} \right) \bigg|_{left} - E \left( \frac{\partial u^h}{\partial x} \right) \bigg|_{right} = 0 \]  

(17)

This equation enforces the jump in the stress to be equal to a weighted linear combination of the two residuals at the interface point, where the weights automatically arise from the Gauss-Lobatto rule ($\dot{w}_1$ and $\dot{w}_n$) times the Jacobian ($h/2$) [12].

(c) At the node located at the right boundary, we impose a Neumann boundary condition by collocating the strong form of the PDE and the difference between the prescribed traction $\bar{t}$ and the boundary stress

\[- \left( E \frac{\partial^2 u^h}{\partial x^2} + b - \rho \ddot{u}^h \right) \frac{\dot{w}_n h}{2} \bigg|_{right} + E \left( \frac{\partial u^h}{\partial x} \right) \bigg|_{right} = \bar{t} \]  

(18)

This equation enforces the difference between the prescribed traction $\bar{t}$ and the boundary stress to be equal to the weighted residual of the PDE, where the weight again arises automatically from the Gauss-Lobatto quadrature and the Jacobian determinant. Equation (18) constitutes a weak imposition of the Neumann boundary condition, in contrast to a strong imposition that would neglect the interior residual at the boundary node. The Dirichlet boundary condition at the left boundary can be satisfied by building it directly into the approximation basis. This leads to the removal of the boundary basis function and the omission of the evaluation of the corresponding boundary node.

Evaluating the collocation equations (16) through (18) at all quadrature points yields a discrete system of equations. Its number of equations equals the number of Gauss-Lobatto nodes, and hence the number of unknowns. For the 1D example discretization shown in
System:

Gauss-Lobatto points:

Element nodes
- Quadrature points on surface
- Quadrature points on domain

Gauss-Lobatto Lagrange basis:

Figure 3: Discretization of a 1D bar by three quadratic nodal elements.

Fig. 3 (three elements, quadratic nodal basis), we find the following stiffness matrix

\[
\begin{bmatrix}
-\hat{w}_2 N''_2 & -\hat{w}_2 N''_1 & 0 & 0 & 0 & 0 \\
-\hat{w}_3 N''_1 + N'_1 & -\hat{w}_3 N''_2 + N'_2 & -\hat{w}_1 N''_4 - N'_4 & -\hat{w}_1 N''_5 - N'_5 & 0 & 0 \\
0 & -\hat{w}_2 N''_3 & -\hat{w}_2 N''_4 & -\hat{w}_2 N''_5 & 0 & 0 \\
0 & -\hat{w}_3 N''_3 + N'_3 & -\hat{w}_3 N''_4 + N'_4 & -\hat{w}_1 N''_6 - N'_6 & -\hat{w}_1 N''_7 - N'_7 & -\hat{w}_1 N''_8 - N'_8 \\
0 & 0 & 0 & -\hat{w}_2 N''_6 & -\hat{w}_2 N''_7 & -\hat{w}_2 N''_8 \\
0 & 0 & 0 & -\hat{w}_3 N''_6 + N'_6 & -\hat{w}_3 N''_7 + N'_7 & -\hat{w}_3 N''_8 + N'_8
\end{bmatrix}
\]

where \( N'_i \) and \( N''_i \) refer to the first and second derivatives of the \( i^{th} \) basis function according to Fig. 3. Note that Young’s modulus \( E = 1 \) and element length \( h = 2 \). We employ reduced quadrature based on \( p + 1 = 3 \) Gauss-Lobatto points in each element with weights \( \hat{w}_1, \hat{w}_2 \) and \( \hat{w}_3 \) as shown in Fig. 3. Basis functions weighted with \( \hat{w}_1 = 1/3 \), \( \hat{w}_3 = 1/3 \) or without weight are evaluated at the left and right hand side interface nodes, respectively, and basis functions weighted with \( \hat{w}_2 = 4/3 \) are evaluated at the interior nodes in the centers of the corresponding element.

For the one-dimensional setting considered here, the stiffness matrix is computed exactly.
To see this, note that the divergence of the stress field, \( E \frac{\partial^2 u_h}{\partial x^2} \), is a piecewise polynomial of degree \( p - 2 \) in 1D. The stiffness matrix portion of the volume integrand in (13) therefore involves a piecewise polynomial of degree \( 2p - 2 \) which is fully integrated by the Gauss-Lobatto quadrature rule, and the surface integrals appearing in (13) reduce to simple point evaluations. Consequently, the stiffness matrix (19) is equivalent to the fully integrated Galerkin stiffness matrix in 1D and is also symmetric. Its computation yields

\[
K = \begin{bmatrix}
8/3 & -4/3 & 0 & 0 & 0 & 0 \\
-4/3 & 7/3 & -4/3 & 1/6 & 0 & 0 \\
0 & -4/3 & 8/3 & -4/3 & 0 & 0 \\
0 & 1/6 & -4/3 & 7/3 & -4/3 & 1/6 \\
0 & 0 & 0 & -4/3 & 8/3 & -4/3 \\
0 & 0 & 0 & 1/6 & -4/3 & 7/6
\end{bmatrix}
\]

(20)

The analogous global mass matrix is \( \textit{diagonal} \) and has the following form

\[
M = \begin{bmatrix}
\hat{w}_2 \rho & 0 & 0 & 0 & 0 & 0 \\
0 & (\hat{w}_3 + \hat{w}_1) \rho & 0 & 0 & 0 & 0 \\
0 & 0 & \hat{w}_2 \rho & 0 & 0 & 0 \\
0 & 0 & 0 & (\hat{w}_3 + \hat{w}_1) \rho & 0 & 0 \\
0 & 0 & 0 & 0 & \hat{w}_2 \rho & 0 \\
0 & 0 & 0 & 0 & 0 & \hat{w}_3 \rho
\end{bmatrix}
\]

(21)

As opposed to the stiffness matrix, it is \( \textit{not} \) fully integrated even in the one-dimensional setting, but it is symmetric. The evaluation of the load vector yields

\[
\mathbf{f}^T = \begin{bmatrix}
\hat{w}_2 f_{\sin}(1.0) & (\hat{w}_3 + \hat{w}_1) f_{\sin}(2.0) & \hat{w}_2 f_{\sin}(3.0) & (\hat{w}_3 + \hat{w}_1) f_{\sin}(4.0) & \hat{w}_2 f_{\sin}(5.0) & \hat{w}_2 f_{\sin}(6.0)+1.0
\end{bmatrix}
\]

(22)

Like the global mass matrix, the load vector is under-integrated and its entries correspond to weighted evaluations of the forcing function at the Gauss-Lobatto nodes. It is important to note the fundamental difference in the formation process of local matrices in standard \( C^0 \) finite elements and \( hp \)-collocation. In \( hp \)-FEA we need to form contributions for each entry of the local element matrix at all quadrature points. In \( hp \)-collocation we only need
to form one single row of the local matrix at one quadrature point. The assembly of the
global system matrix from local matrices is equivalent in both methods.

Figure 4 illustrates the convergence behavior of 1D hp-collocation for the elastostatic
problem defined by the parameters given in Fig. 3. We observe in Fig. 4a that we achieve
optimal rates of convergence when we refine the initial mesh of three elements uniformly. It
is interesting that hp-collocation also works with linear basis functions, although the part
of the PDE that involves second derivatives drops out of the discretized systems due to the
zero second derivative of linears. The hp-collocation examples with linear basis functions
indicate that it is sufficient to equilibrate the fluxes at element boundaries with the volume
load and the boundary tractions to arrive at a stable solution that converges linearly under
mesh refinement. Keeping the initial three elements and increasing the polynomial degree
of their basis functions, we achieve an exponential rate of convergence (see Fig. 4b).

2.5. Collocation in multiple dimensions

It is straightforward to generalize hp-collocation to multiple dimensions, which we briefly
illustrate for the 3D case. Three-dimensional Gauss-Lobatto Lagrange basis functions are
constructed by taking the tensor product of the one-dimensional GLL basis

\[
N_{iks}(\xi, \eta, \zeta) = \prod_{j=1, j \neq i}^{p_\xi+1} \frac{\xi - \xi_j}{\xi_i - \xi_j} \prod_{l=1, l \neq k}^{p_\eta+1} \frac{\eta - \eta_l}{\eta_k - \eta_l} \prod_{s=1, s \neq t}^{p_\zeta+1} \frac{\zeta - \zeta_s}{\zeta_t - \zeta_s}, \quad \{i, k, t\} = 1, \ldots, p + 1 \quad (23)
\]
where \( \{ p_\xi, p_\eta, p_\zeta \} \) and \( \{ \hat{\xi}_i, \hat{\eta}_k, \hat{\zeta}_m \} \) denote the polynomial degree of the basis and the Gauss-Lobatto quadrature points in each parametric direction. The latter are constructed from the roots of \( P_{n-1} \) as described in Section 2.3.3, where \( n \) corresponds to the specific \( p \) of each parametric direction, so that the number of Gauss-Lobatto points is exactly \( (p_\xi + 1) \), \( (p_\eta + 1) \) and \( (p_\zeta + 1) \), respectively. The Gauss-Lobatto quadrature points also constitute the nodes of the corresponding 3D hexahedral elements. In particular, the multi-dimensional GLL basis of (23) satisfies the Kronecker \( \delta \) property at the Gauss-Lobatto quadrature points

\[
N_{\text{det}}(\hat{\xi}_j, \hat{\eta}_l, \hat{\zeta}_t) = \begin{cases} 
1.0 & \text{if } i = j, k = l, \text{ and } s = t \\
0.0 & \text{otherwise}
\end{cases}
(24)
\]

We use the GLL basis functions of (23) implemented in the context of nodal hexahedral elements for the discretization of displacements, virtual displacements and accelerations in (7) and (8). We insert the resulting discretizations into the weighted residual form (13) and use the reduced Gauss-Lobatto quadrature scheme. Thus, in each element, the quadrature points for the domain integrals and the surface integrals coincide exactly with the nodes of the GLL basis functions defined over the element domain and the element faces.

Based on (24), i.e. the Kronecker \( \delta \) property of the GLL basis functions of the virtual displacements at the quadrature points, we obtain a collocation type method that can be summarized as follows: At all interior nodes of each element, we enforce the set of equilibrium equations in the strong form by setting the residual to zero

\[
(\text{div} \, \sigma^h + b - \rho \ddot{u}^h) \, (\hat{w} \, J)_\text{vol} = 0
(25)
\]

At all nodes located at interfaces between elements, we enforce weighted sums that comprise the residual of the equilibrium equations and the stress flux over the element faces

\[
\sum_{i=1}^{n_{\text{ele}}} - (\text{div} \, \sigma^h + b - \rho \ddot{u}^h) \, (\hat{w} \, J)_\text{vol} + \sum_{i=1}^{n_{\text{face}}} (C \, \varepsilon^h) \cdot n \, (\hat{w} \, J)_\text{face} = 0
\]

This set of equations enforces that a linear combination of the jumps of all tractions across the element faces must equate a linear combination of element residuals. Note that all \( n_{\text{face}} \) faces and \( n_{\text{ele}} \) elements present at the corresponding interface node contribute to (26). The corresponding weights arise again in a natural way from the tensor-product Gauss-Lobatto weights \( \hat{w} \) and the Jacobian \( J \) of the volume and surface integrals.

At all nodes located at a Neumann boundary, we need to add the prescribed boundary
tractions $\bar{t}$ to (26). This gives rise to the following set of equations that satisfy Neumann boundary conditions in a weak sense

$$
\sum_{i=1}^{n_{ele}} - \left( \text{div} \sigma^h + b - \rho \ddot{u}^h \right) (\hat{w} J)_{\text{vol}} + \sum_{i=1}^{n_{face}} (\mathbb{C} \varepsilon^h) \cdot n (\hat{w} J)_{\text{face}} = \sum_{i=1}^{n_{face}} \bar{t} (\hat{w} J)_{\text{face}} \tag{27}
$$

The collocation equations (25) to (27) are evaluated at the corresponding quadrature points, which yields a discrete system that has the same number of equations as there are unknowns. Dirichlet boundary conditions can be satisfied a priori by the choice of the test function space in (2). Since $\delta u^h$ is zero at each node located at the Dirichlet boundary, the corresponding set of equations that emanates from (13) yields $\mathbf{0} = \mathbf{0}$ and can thus be simply omitted in the system of equations. The quadrature points can be evaluated in the usual way for each element separately. The formation of each element stiffness matrix can be achieved without any information from the neighboring elements. These are then assembled into the global stiffness matrix. The weighted sum of fluxes and residuals that results from interface quadrature points is automatically achieved during assembly. For affine elements, the stiffness matrix resulting from the weighted residual formulation is equivalent to the stiffness matrix resulting from the standard Galerkin formulation. However, in contrast to the 1D case, the stiffness matrices of $hp$-collocation and fully integrated standard finite elements are not identical in the multi-$d$. Tensor-product basis functions maintain monomials of full degree $p$ even when differentiated twice. Therefore the stiffness matrix of $hp$-collocation involves monomials of $2p$ that cannot be integrated exactly by Gauss-Lobatto quadrature.

Finally, we note that in multi-dimensional displacement-based $hp$-collocation the equilibrium equations need to be reformulated in terms of displacement variables. This leads to another set of partial differential equations, the so-called Navier equations [4, 100]. They read for the general 3D case

$$
\mu \nabla^2 \mathbf{u} + (\lambda + \mu) \nabla (\nabla \cdot \mathbf{u}) + b - \rho \ddot{\mathbf{u}} = \mathbf{0} \tag{28}
$$

where $\mu$ and $\lambda$ denote the Lamé parameters [100]. In two dimensions, we need to differentiate between the plane strain case, for which the equations take the same form as in (28), and the plain stress case, for which we need to replace $\lambda$ by $\bar{\lambda} = \frac{2\mu}{\lambda+2\mu}$ [4].

2.6. Mapping on curvilinear geometries

In analogy to standard $hp$-FEA we employ the isoparametric concept that uses the same basis functions $N_j$ for the representation of the solution fields and the geometry. This allows
us to use $hp$-collocation with curved meshes whose elements are mapped from the parametric domain $\mathbf{\xi} = \{\xi, \eta, \zeta\}^T$ to the physical domain $\mathbf{x} = \{x, y, z\}^T$ as follows

$$\mathbf{x} = \sum_j N_j(\mathbf{\xi}) \hat{x}_j$$

(29)

where index $j$ runs over all basis functions defined over the current element, and $\hat{\mathbf{x}}_i = \{\hat{x}_i, \hat{y}_i, \hat{z}_i\}^T$ denote the physical coordinates of the corresponding element nodes.

### 2.6.1. First derivatives

Both standard Galerkin finite elements and $hp$-collocation require the computation of the first derivatives in global coordinates. Following standard finite element technology \[4, 5\], this is achieved at each quadrature point by computing the Jacobian matrix

$$
J = \begin{bmatrix}
N_{j,\xi} \hat{x}_j & N_{j,\xi} \hat{y}_j & N_{j,\xi} \hat{z}_j \\
N_{j,\eta} \hat{x}_j & N_{j,\eta} \hat{y}_j & N_{j,\eta} \hat{z}_j \\
N_{j,\zeta} \hat{x}_j & N_{j,\zeta} \hat{y}_j & N_{j,\zeta} \hat{z}_j
\end{bmatrix}
$$

(30)

that contains first derivatives of the geometric map (29) with respect to local coordinates. Note that in (30) we again sum over index $j$ taking into account all basis functions $N_j$ of the current element. We then solve the following system for each basis function $N$

$$J N_{,x} = N_{,\xi}$$

(31)

where $N_{,x}$ and $N_{,\xi}$ denote the vectors of derivatives $\{N_x, N_y, N_z\}^T$ and $\{N_{\xi}, N_{\eta}, N_{\zeta}\}^T$ with respect to global and local coordinates, respectively.

The evaluation of the collocation equations (25) and (27) also requires the evaluation of the Jacobians $J_{vol}$ and $J_{face}$ that appear in (13) due to the mapping of differential volume elements $d\Omega$ and surface elements $d\Gamma$, respectively. $J_{vol}$ is simply the determinant of $J$ at each quadrature point. Following standard finite element technology, $J_{face}$ is computed as follows: Let us consider without loss of generality the element face where $\zeta$ is fixed to 1.0. The first two rows of $J$ then hold the corresponding tangential vectors to the $\xi$ and $\eta$ coordinate lines at the current surface quadrature point. The differential surface element
can then be expressed as

\[
d\Gamma = J_{face} \, d\xi d\eta = \begin{vmatrix} J_{11} & J_{12} & J_{13} \\ J_{21} & J_{22} & J_{23} \\ J_{31} & J_{32} & J_{33} \end{vmatrix} \times \begin{vmatrix} J_{21} \\ J_{22} \\ J_{23} \end{vmatrix} \, d\xi d\eta
\]  

(32)

where \( J_{face} \) can be identified as the length of the vector that arises from the cross product of the tangential vectors.

2.6.2. Second derivatives

For \( hp \)-collocation, we additionally need to compute second derivatives of basis functions with respect to global coordinates. To this end we compute the Hessian matrix

\[
H = \begin{bmatrix}
N_j,\xi \xi \hat{x}_j & N_j,\xi \eta \hat{x}_j & N_j,\xi \zeta \hat{x}_j & N_j,\eta \xi \hat{x}_j & N_j,\eta \zeta \hat{x}_j \\
N_j,\xi \eta \hat{y}_j & N_j,\xi \xi \hat{y}_j & N_j,\xi \zeta \hat{y}_j & N_j,\eta \xi \hat{y}_j & N_j,\eta \zeta \hat{y}_j \\
N_j,\xi \zeta \hat{z}_j & N_j,\xi \xi \hat{z}_j & N_j,\xi \eta \hat{z}_j & N_j,\eta \xi \hat{z}_j & N_j,\eta \zeta \hat{z}_j
\end{bmatrix}
\]  

(33)

that contains second and mixed derivatives of the geometric map (29) with respect to local coordinates. Note that in (33) we again sum over index \( j \) taking into account all basis functions \( N_j \) of the current element. In addition we compute the matrix

\[
J_2 = \begin{bmatrix}
J_{11}^2 & J_{12}^2 & J_{13}^2 & 2J_{11}J_{12} & 2J_{11}J_{13} & 2J_{12}J_{13} \\
J_{21}^2 & J_{22}^2 & J_{23}^2 & 2J_{21}J_{22} & 2J_{21}J_{23} & 2J_{22}J_{23} \\
J_{31}^2 & J_{32}^2 & J_{33}^2 & 2J_{31}J_{32} & 2J_{31}J_{33} & 2J_{32}J_{33} \\
J_{11}J_{21} & J_{12}J_{22} & J_{13}J_{23} & (J_{11}J_{22} + J_{21}J_{12}) & (J_{11}J_{23} + J_{21}J_{13}) & (J_{12}J_{23} + J_{22}J_{13}) \\
J_{11}J_{31} & J_{12}J_{32} & J_{13}J_{33} & (J_{11}J_{32} + J_{31}J_{12}) & (J_{11}J_{33} + J_{31}J_{13}) & (J_{12}J_{33} + J_{32}J_{13}) \\
J_{21}J_{31} & J_{22}J_{32} & J_{23}J_{33} & (J_{21}J_{32} + J_{31}J_{22}) & (J_{21}J_{33} + J_{31}J_{23}) & (J_{22}J_{33} + J_{32}J_{23})
\end{bmatrix}
\]  

(34)

that contains different combinations of squared entries of the Jacobian matrix (30). For each basis function \( N \) we can then solve a second system of linear equations that reads

\[
J_2 N_{,xx} = N_{,\xi \xi} - H^T N_{,x}
\]  

(35)

where \( N_{,xx} \) and \( N_{,\xi \xi} \) denote the vectors \( \{N_{,xx}, N_{,yy}, N_{,zz}, N_{,xy}, N_{,xz}, N_{,yz} \}^T \) and
\{N_{\xi\xi}, N_{\eta\eta}, N_{\xi\zeta}, N_{\xi\eta}, N_{\zeta\zeta}, N_{\eta\zeta}\}^T \) of second and mixed derivatives with respect to global and local coordinates, respectively.

2.7. Symmetrization by averaging with the ultra-weak formulation

The terms of the weighted residual formulation (13) that involve the stress tensor \(\sigma^h\) constitute the following bilinear form

\[
B(u^h, \delta u^h)_{\text{residual}} = \sum_{e=1}^{n_{\text{ele}}} \left[ - \int_{\Omega^e} \text{div} \sigma^h \cdot \delta u^h \, d\Omega + \int_{\Gamma^e} \sigma^h n \cdot \delta u^h \, d\Gamma \right]
\]

(36)

The symmetry of the bilinear form, namely

\[
B(u^h, \delta u^h)_{\text{residual}} = B(\delta u^h, u^h)_{\text{residual}}
\]

(37)

follows from (12) and the major symmetry of the tensor of elastic moduli, \(C\) [4]. This assumes integrals are exactly integrated. However, if approximate quadrature is used, symmetry will in general be lost. For example, this happens for non-rectilinear meshes or non-constant material coefficients. Symmetry of the coefficient matrix is a very desirable property, since it reduces memory consumption, speeds up formation and assembly procedures and is required for the use of efficient iterative solution methods such as CG (conjugate gradients). Hence, our objective is to retain symmetry for any approximate quadrature rule.

To this end, we apply the following averaging procedure. We first consider the ultra-weak variational formulation [44–46] that can be derived from (12) by integration by parts. Instead of shifting the derivative on the solution \(u^h\) as in (13), the ultra-weak form shifts all derivatives to the test function \(\delta u^h\). Due to the restrictions (2) on the test function \(\delta u^h\) we are again required to use integration by parts separately for each element, where we can use the local smoothness property of the basis functions that are in \(C^1(\Omega^e)\) and \(C^0(\Gamma^e)\). The resulting ultra-weak formulation for elastodynamics reads

\[
\sum_{e=1}^{n_{\text{ele}}} \left[ - \int_{\Omega^e} u^h \cdot \text{div} \sigma^h \, d\Omega + \int_{\Gamma^e} u^h \cdot \delta \sigma^h n \, d\Gamma - \int_{\Omega^e} (b - \rho \ddot{u}^h) \cdot \delta u^h \, d\Omega - \int_{\Gamma_t^e} \dot{t} \cdot \delta u^h \, d\Gamma \right] = 0
\]

(38)

where \(n\) denotes the outward unit normal on each element boundary \(\Gamma^e\).

We observe that the weighted residual formulation (13) and the ultra-weak variational formulation (38) only differ in the divergence and the flux terms, while the terms that contain traction, body and inertial forces have the same form. Comparing the terms that constitute
the bilinear forms in (13) and (38) one can easily verify that the bilinear form of the weighted residual formulation is the dual to the bilinear form of the ultra-weak formulation

\[ B^*(\delta \mathbf{u}^h, \mathbf{u}^h)_{\text{residual}} = B(\mathbf{u}^h, \delta \mathbf{u}^h)_{\text{ultra-weak}} \] (39)

This observation opens the door for the construction of a variational formulation that leads to symmetric stiffness matrices even with approximate quadrature. We obtain the final variational formulation that will serve as the basis for \(hp\)-collocation by averaging the weighted residual and the ultra-weak formulations (13) and (38) as follows

\[
\sum_{e=1}^{n_{\text{ele}}} \left[ - \int_{\Omega^e} \frac{1}{2} (\text{div} \, \mathbf{\sigma}^h \cdot \delta \mathbf{u}^h) + \frac{1}{2} (\mathbf{u}^h \cdot \text{div} \, \delta \mathbf{\sigma}^h) \, d\Omega + \int_{\Gamma^e} \frac{1}{2} (\mathbf{u}^h \cdot \delta \mathbf{\sigma}^h \mathbf{n}) + \frac{1}{2} (\mathbf{u}^h \cdot \delta \mathbf{\sigma}^h \mathbf{n}) \, d\Gamma \right] = \\
\sum_{e=1}^{n_{\text{ele}}} \left[ \int_{\Omega^e} (\mathbf{b} - \rho \ddot{\mathbf{u}}^h) \cdot \delta \mathbf{u}^h \, d\Omega + \int_{\Gamma^e_t} \mathbf{t} \cdot \delta \mathbf{u}^h \, d\Gamma \right] \quad (40)
\]

Its right-hand side consists of traction, body and inertial terms that have the same form in (13) and (38), and therefore remain unchanged after the averaging procedure. Its left-hand side consists of the averaged bilinear forms of (13) and (38)

\[
B(\mathbf{u}^h, \delta \mathbf{u}^h)_{\text{hp-coll.}} = \frac{1}{2} (B(\mathbf{u}^h, \delta \mathbf{u}^h)_{\text{residual}} + B(\mathbf{u}^h, \delta \mathbf{u}^h)_{\text{ultra-weak}}) \quad (41)
\]

Using (39) we can replace the contribution of the ultra-weak formulation by the dual of the weighted residual formulation

\[
B(\mathbf{u}^h, \delta \mathbf{u}^h)_{\text{hp-coll.}} = \frac{1}{2} (B(\mathbf{u}^h, \delta \mathbf{u}^h)_{\text{residual}} + B^*(\delta \mathbf{u}^h, \mathbf{u}^h)_{\text{residual}}) \quad (42)
\]

It follows from (42) that the final system matrix \(K_{\text{hp-coll.}}\) that emanates from the discretization of (40) can be simply computed as

\[
K_{\text{hp-coll.}} = \frac{1}{2} (K_{\text{residual}} + K_{\text{residual}}^T) \quad (43)
\]

where \(K_{\text{residual}}\) is the system matrix that emanates from the discretization of the weighted residual formulation (13).

Equation (40) constitutes the variational basis of the \(hp\)-collocation method that we will utilize throughout the remainder of the paper. We note that from a practical point of view it is more convenient to compute the stiffness matrix based on the weighted residual
formulation alone and subsequently restore symmetry by using (43), but on an element-by-

...element basis before assembly. We note that the structure of the stiffness matrices in terms

of non-zero elements, bandwidth and population is identical in $hp$-collocation and $hp$-FEA.

In particular, the stiffness matrix exhibits a multi-block structure that can be exploited by

advanced direct solvers based on multi-frontal algorithms and static condensation [101, 102].

2.8. Comparison: $hp$-collocation vs. standard $hp$-FEA

We summarize the most important features of $hp$-collocation in Table 1 and compare it
to standard finite elements based on the Galerkin method.

<table>
<thead>
<tr>
<th></th>
<th>$hp$-FEA</th>
<th>$hp$-collocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Variational form</td>
<td>Principle of virtual work</td>
<td>Average of weighted residual and ultra-weak formulations</td>
</tr>
<tr>
<td>2. Basis functions</td>
<td>Nodal Lagrange polynomials, integrated Legendre polynomials ($p$-version), and others</td>
<td>Lagrange polynomials with nodes at the Gauss-Lobatto points (GLL basis)</td>
</tr>
<tr>
<td>4. Element quadrature</td>
<td>Full Gauss quadrature</td>
<td>Reduced quadrature based on Gauss-Lobatto nodes</td>
</tr>
<tr>
<td>5. Discrete form at quadrature point</td>
<td>Full matrix contribution to element stiffness matrix</td>
<td>Vector representing one row of the element stiffness matrix</td>
</tr>
<tr>
<td>6. Highest derivatives</td>
<td>First derivatives</td>
<td>Second derivatives</td>
</tr>
<tr>
<td>7. Stiffness matrix</td>
<td>Sparse symmetric matrix</td>
<td>Sparse symmetric matrix</td>
</tr>
<tr>
<td>8. Consistent mass</td>
<td>Sparse matrix</td>
<td>Diagonal matrix</td>
</tr>
<tr>
<td>9. Accuracy</td>
<td>Optimal convergence rates</td>
<td>Optimal convergence rates</td>
</tr>
<tr>
<td>10. Neumann boundary conditions</td>
<td>Weak (integration over the traction boundary)</td>
<td>Weak (weighted boundary and domain collocation)</td>
</tr>
<tr>
<td>11. Dirichlet boundary conditions</td>
<td>Strong</td>
<td>Strong</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the main characteristics of $hp$-collocation and $hp$-FEA.
3. Comparison of \(hp\)-collocation and standard \(hp\)-FEA in terms of computational efficiency

In this section, we will quantify the relative efficiency of \(hp\)-collocation and \(hp\)-FEA by estimating the computational cost of their main algorithms in elastostatics and explicit elastodynamics. We measure computational cost in terms of the number of floating point operations (flops) involved as well as by computing times taken directly from our codes. When looking at flops, we consider each multiplication and each addition as one full floating point operation. We adopt the corresponding operation counts as a suitable indicator of the actual computing time. The present section will focus on four main aspects:

(a) Combined cost for the formation and assembly of stiffness matrices
(b) Accuracy in error norms vs. the total number of degrees of freedom
(c) Accuracy in error norms vs. the total computing time
(d) Combined cost for the formation and assembly of residual vectors in explicit dynamics

Our discussions will be based on test discretizations in one, two and three dimensions. They are characterized by the polynomial degree \(p\) of the basis functions and the number of elements \(n\) in each parametric direction. For the sake of clarity and simplicity, we assume that the model discretizations have the same number of elements \(n\) in each parametric direction. The spatial dimension of the model discretizations will be denoted by parameter \(d\).

We use elements based on Gauss-Lobatto Lagrange polynomial basis functions. We note that for \(hp\)-FEA the results and conclusions equivalently hold for other \(C^0\) approximations, such as Lagrange polynomials based on equidistant nodes [4] or integrated Legendre polynomials [11, 37], since their functions have the same support and span the same space.

There are many sophisticated technologies designed to further increase the efficiency of the implementation in the context of higher-order basis functions. Some of the most well-known are for example even-odd decompositions [20], derivative evaluation by matrix multiplication with explicit forms [11, 20], vector integration [103, 104], or sum factorization strategies [58, 105–107]. Many of these methods are not straightforward to implement and often require a large implementation effort, and they are not considered here.

3.1. Elastostatics: Cost for formation/assembly of stiffness matrices

In both \(hp\)-collocation and \(hp\)-FEA handling local element arrays can be considered a two-step process of “form and assemble”. The term formation refers to their construction by the algorithms in the element subroutines. The term assembly refers to the placement of
The element arrays in the global arrays by the assembly subroutine. In *hp*-FEA, we exploit the symmetry of the local stiffness matrices, which is a typical feature of finite element discretizations in structural mechanics. The use of symmetry decreases the operations required at each quadrature point, since matrix-matrix products can be reduced to the formation of the upper triangular part of the local stiffness matrix. In the case of *hp*-collocation, we compute the full element matrix and ensure symmetry of the global stiffness matrix by symmetrization of the element matrix in the sense of (43) before assembly into the global matrix. For *hp*-collocation in 2D and 3D elements, we additionally exploit the Kronecker δ property of the Gauss-Lobatto Lagrange basis functions at each Gauss-Lobatto quadrature point. This is widely used in spectral elements [11, 20, 105] and can be implemented easily by a simple comparison of the Gauss-Lobatto index with the basis function index in the tensor-product structure (see Algorithms 1 and 2 in Appendix A). The first and second derivatives of most multivariate GLL basis functions at Gauss-Lobatto quadrature points are zero, since they contain univariate components of the GLL functions itself, for which the Kronecker δ property holds. In *hp*-collocation, the omission of the corresponding zero multiplications in the formation of the local basis functions, Jacobian and Hessian matrices significantly speeds up the computation of multi-variate tensor-product basis functions in global coordinates. Furthermore, we assume that the linear algebra routines are optimized for elasticity operators, i.e. we do not count zero multiplications and additions during matrix-matrix multiplications, and we neglect the cost of all control structures.

Table 2 reports the operation counts in flops at each quadrature point for an elasticity problem. Figures 5a and 5b plot these counts with respect to the polynomial degree *p* in the 2D and 3D case, respectively. Note that for *hp*-collocation the plots show curves for quadrature points in the interior of the element and quadrature point at element vertices. The latter are slightly more expensive, since at each vertex surface integrals over each of the two neighboring edges in 2D quadrilaterals or three neighboring surfaces in 3D hexa-

<table>
<thead>
<tr>
<th><em>d</em></th>
<th><strong>hp-collocation</strong> (interior point)</th>
<th><strong>hp-FEA</strong></th>
<th><strong>hp-FEA</strong> (vertex boundary point)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10(<em>p</em> + 1) + 2</td>
<td>(p + 1)² + 5(<em>p</em> + 1)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>41(<em>p</em> + 1)² + 16(<em>p</em> + 1) + 37</td>
<td>67(<em>p</em> + 1)² + 16(<em>p</em> + 1) + 37</td>
<td>8(<em>p</em> + 1)⁴ + 30(<em>p</em> + 1)² + 4</td>
</tr>
<tr>
<td>3</td>
<td>123(<em>p</em> + 1)³ + 21(<em>p</em> + 1)² + 67(<em>p</em> + 1)² + 223</td>
<td>191(<em>p</em> + 1)³ + 21(<em>p</em> + 1)² + 206(<em>p</em> + 1) + 223</td>
<td>27(<em>p</em> + 1)⁶ + 71(<em>p</em> + 1)³ + 20</td>
</tr>
</tbody>
</table>

**Table 2:** Cost in flops at one quadrature point during the formation and assembly of the local stiffness matrix in an elasticity problem. A detailed derivation is provided in Appendix A.2.
hedrals need to be evaluated (maximum surface multiplicity \( j=2 \) and \( j=3 \) in 2D and 3D, respectively). The cost for the evaluation of quadrature points located at 2D edges and 3D edges and faces lies between the cost for an interior point (least expensive) and vertex points (most expensive). More details on the operation counts are given in Appendix A.2.

We obtain the total cost for the formation and assembly of the global stiffness matrix by multiplying the number of elements with the number of quadrature points in each element and the expense required for one point evaluation itself. Both full Gauss quadrature in \( hp \)-FEA and reduced Gauss-Lobatto quadrature in \( hp \)-collocation require \((p + 1)^d\) quadrature points in each element. In \( hp \)-collocation, we need to add the cost for the evaluation of the surface integrals according to the surface multiplicity \( j \) (see Appendix A.2) at each quadrature point located at element boundaries. We also need to consider the assembly cost

<table>
<thead>
<tr>
<th>( d )</th>
<th>( hp )-collocation</th>
<th>( hp )-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \frac{n}{(np + 1)} \left( 13p^2 + 27p + 17 \right) )</td>
<td>( \frac{n}{(np + 1)} \left( p^3 + 9p^2 + 14p + 7 \right) )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{n^2}{2(np + 1)^2} \left( 53p^4 + 300p^3 + 569p^2 + 450p + 125 \right) )</td>
<td>( \frac{n^2}{2(np + 1)^2} \left( 8p^6 + 48p^5 + 154p^4 + 296p^3 + 326p^2 + 188p + 43 \right) )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{n^3}{3(np + 1)^3} \left( 150p^6 + 1173p^5 + 3363p^4 + 5119p^3 + 4659p^2 + 2448p + 565 \right) )</td>
<td>( \frac{n^3}{3(np + 1)^3} \left( 27p^9 + 243p^8 + 972p^7 + 2348p^6 + 3882p^5 + 4602p^4 + 3885p^3 + 2223p^2 + 774p + 123 \right) )</td>
</tr>
</tbody>
</table>

**Table 3:** Total cost per degree of freedom in flops for the formation and assembly of the global stiffness matrix in elasticity.
of each local matrix into the global system. In $hp$-FEA, this corresponds to the number of entries in the upper diagonal matrix, i.e. $4(p+1)^4 - 2(p+1)^2 - 1$ and $9(p+1)^6 - 3(p+1)^3 - 1$ in each 2D and 3D element, respectively. In $hp$-collocation, we additionally carry out the symmetrization of the local stiffness matrix before assembly into the global matrix, which requires two extra flops per entry in the strictly upper diagonal part of the local stiffness matrix. We therefore require $12(p+1)^4 - 10(p+1)^2 - 3$ and $27(p+1)^6 - 18(p+1)^3 - 3$ in each 2D and 3D element, respectively. Hence, the cost for assembly is more for $hp$-collocation.
than hp-FEM, but the total cost for building global arrays is dominated by the formation cost for both methods. The resulting total cost per degree of freedom for the formation and assembly of the global symmetric stiffness matrix in hp-FEA and hp-collocation is reported in Table 3. Figures 6 and 7 plot the total cost per degree of freedom for 2D and 3D elasticity with respect to the number of elements $n$ in each parametric direction and the polynomial degree $p$ of the basis, respectively.

We observe that the total cost per basis function depends on the polynomial degree $p$ of the basis functions and is of $O(p^d)$ and of $O(p^{2d})$ for hp-collocation and hp-FEA, respectively. A closer look at the detailed table given in Appendix A.2 reveals that the parts of $O(p^d)$ mainly stem from the evaluation of the basis functions, which is more expensive in hp-collocation due to the computation of the second derivatives. The parts of $O(p^{2d})$ arise from matrix-matrix products necessary for setting up the element stiffness matrix in hp-FEA. Comparing the curves in Figs. 5, 6 and 7, we observe that the formation and assembly cost of hp-FEA and hp-collocation rapidly increases with $p$. For higher-order $p$, the matrix-matrix products that are required to form increasingly large local matrices in hp-FEA dominate its cost, which makes the formation and assembly significantly more expensive in hp-FEA than in hp-collocation. For instance, Figure 6 shows that the cost advantage of hp-collocation over hp-FEA is moderate for quadratics (approx. factor 3 in 3D), while for quintic discretizations the cost advantage is already in the range of an order of magnitude in flops (approx. factor 25 in 3D). To make these relations more tangible, we transfer them to timings: If the total time for the formation and assembly of the global stiffness matrix of a given size takes 10 seconds in hp-collocation, it will take half a minute or approximately 6.5 minutes in hp-FEA, when we consider quadratics and quintic discretizations, respectively. Our experience with test computations fully confirms these counts and timings.

### 3.2. Elastostatics: Cost vs. accuracy

In the next step, we assess hp-collocation with respect to standard hp-FEA in terms of accuracy in relation to computational cost. As a measure of accuracy, we use the relative error in the $L^2$ norm and the $H^1$ semi-norm. As a measure of cost, we use the total number of degrees of freedom as well as the serial computing time on a single processor. While the former is a good indicator for the approximation power and convergence properties of a method, the true computing time required to achieve a specified level of accuracy is the decisive question from an engineering point of view.

---

2 Using a single thread on a Intel(R) Core(TM)Duo P8800 @ 2.66GHz with 8 GB of RAM
3.2.1. A representative elastostatic test problem

As a representative test problem, we consider a three-dimensional cube $\Omega = [0, 1]^3$, over which the following exact displacement solutions are defined

$$u = v = w = \sin(2\pi x) \sin(2\pi y) \sin(2\pi z)$$  \hspace{1cm} (44)

In order to limit the number of terms of the resulting analytical strains, stresses and force vectors we choose the same solution fields for all displacement components. The displacement $u$ in $x$-direction and its derivative in $z$-direction are plotted in Figs. 8a and 8b, respectively. We assume homogeneous Dirichlet boundary conditions over all surfaces of the cube, which are compatible to the exact solution fields. Inserting (44) into Navier’s equations of elasticity (28) yields the following components of the volume load

$$b_x = \frac{2\pi^2 E}{(2\nu - 1)(\nu + 1)} \left(A + \sin(2\pi z) \cos(2\pi x) \cos(2\pi y) + \sin(2\pi y) \cos(2\pi x) \cos(2\pi z)\right)$$  \hspace{1cm} (45)

$$b_y = \frac{2\pi^2 E}{(2\nu - 1)(\nu + 1)} \left(A + \sin(2\pi z) \cos(2\pi x) \cos(2\pi y) + \sin(2\pi x) \cos(2\pi y) \cos(2\pi z)\right)$$  \hspace{1cm} (46)

$$b_z = \frac{2\pi^2 E}{(2\nu - 1)(\nu + 1)} \left(A + \sin(2\pi x) \cos(2\pi y) \cos(2\pi z) + \sin(2\pi y) \cos(2\pi x) \cos(2\pi z)\right)$$  \hspace{1cm} (47)

with

$$A = 6\nu \sin(2\pi x) \sin(2\pi y) \sin(2\pi z) - 4 \sin(2\pi x) \sin(2\pi y) \sin(2\pi z)$$
For all test computations reported in the following, we use Young’s modulus $E = 1.0$ and Poisson’s ratio $\nu = 0.3$. We discretize the 3D cube by a structured mesh using nodal elements based on GLL basis functions. The mesh has the same number of elements $n$ in each direction and the same polynomial degree $p$ in all elements. $hp$-collocation and $hp$-FEA are implemented within the same code, where the only difference is the formation of the element stiffness matrix at the quadrature point level. The resulting system of equations is solved iteratively by a standard conjugate gradient (CG) solver with a simple and inexpensive Jacobi preconditioner (1 block, 1 sweep) [108]. The CG solver and the preconditioner are provided by Sandia’s Trilinos packages AztecOO and Ifpack, respectively [109]. The timings include the formation and assembly of the stiffness matrix and load vector, the preconditioning of the system of equations, and its solution by the CG solver, but exclude all pre- and post-processing steps such as the computation of error norms.

### 3.2.2. Accuracy vs. number of degrees of freedom

We briefly recall the following error estimate for the finite element method [37, 42]

$$\|u - \hat{u}\|_s \leq C h^{k-s} \|u\|_k$$

where $\hat{u}$ is the approximation to the analytical solution $u$, and $C$ is a constant. In the cases $s = 0$ and $s = 1$, $\| \cdot \|_0$ and $\| \cdot \|_1$ denote the $L^2$ norm and the $H^1$ norm, respectively. The corresponding exponent of the mesh size $h$ denotes the rate of convergence, whose optimal
values of $O(p + 1)$ in $L^2$ and $O(p)$ in $H^1$ occur when $k = p+1$.

We consider meshes with four different polynomial degrees from quadratics ($p = 2$) up to quintics ($p = 5$). For each problem and each $p$, we first increase the number of degrees of freedom by uniform mesh refinement from about 3,000 to about 300,000 in each method, and record the relative errors in the $L^2$ norm and $H^1$ semi-norm with respect to the number of degrees of freedom. To establish a link between the mesh size $h$ being a 1D measure and the number of degrees of freedom emanating from 3D discretizations, we take the cube root of the latter [5]. Since we are using rectilinear elements, the stiffness matrices of the weighted residual formulation and the Galerkin formulation are equivalent. However, the stiffness matrix of $hp$-collocation and standard $hp$-FEA are different, since the reduced Gauss-Lobatto quadrature of the former does not integrate all entries exactly. In addition, the higher accuracy of full Gauss quadrature in $hp$-FEA yields a more accurate integration of the load vector. We observe in Fig. 9 that both methods yield optimal rates of convergence, and the convergence curves are asymptotically lying on top of each other. The difference in the pre-asymptotic range is due to the difference in the quadrature accuracy.

3.2.3. Accuracy vs. computing time

For each problem and each $p$, we then increase the computing times by uniform mesh refinement from about 1 second to about 500 seconds, and record the relative errors. The convergence results with respect to the serial computing time are shown in Figs. 10 and 11. Each figure compares the corresponding performance of $hp$-collocation (red curve) with $hp$-FEA (blue curve) for one polynomial degree $p$. This allows us to estimate, which of the three methods will be the fastest to achieve a specified level of accuracy.

We observe that for meshes of low polynomial degrees ($p \leq 2$), the performance gain achieved during formation and assembly is comparatively small, and its effect on the overall computing time is moderate. For meshes of higher-order polynomial degree ($p \geq 3$), $hp$-collocation clearly leads to a significant gain in computational performance with respect to $hp$-FEA. This is mainly due to the cost for matrix-matrix products in $hp$-FEA that rapidly grows with the number of unknowns per element and increasingly outweighs the cost for the computation of the basis functions and the iterative solver. This is best illustrated by comparing the computing time required to achieve a relative $H^1$ error of $10^{-4}$ in Figs. 11. For quadratics, we do not achieve that error level, but we note that $hp$-collocation and $hp$-FEA are virtually identical in cost up to an error of $10^{-3}$, and we would expect the same if we continued the computations further. We observe a difference of approximately 100 vs. 150 seconds for cubics, of approximately 15 vs. 35 seconds for quartics, and of approximately 5
Figure 10:
3D test problem (elastostatics):
$L^2$ error vs. time
(Matrix formation and assembly, preconditioning, solution with an iterative solver)

Figure 11:
3D test problem (elastostatics):
$H^1$ error vs. time
(Matrix formation and assembly, preconditioning, solution with an iterative solver)
Motivated by the significant performance gain for higher-order discretizations, we test $hp$-collocation for our 3D test problem using $p$-refinement. Figure 12a shows the resulting convergence of the relative error in $H^1$ semi-norm, when we increase $p$ from two to eight on a fixed $4 \times 4 \times 4$ mesh. We observe that $hp$-collocation and standard $hp$-FEA both lead to exponential rates of convergence [11, 36]. Figure 12b shows the corresponding computing times, and we observe that $hp$-collocation increasingly outperforms $hp$-FEA. For $p=8$, $hp$-collocation requires approximately 1.5 minutes, while $hp$-FEA needs approximately 16 minutes to achieve the same level of accuracy. Figures 13a and 13b show the relative computational effort for formation/assembly and the preconditioned CG solver with respect to the total computing time in $hp$-FEA and $hp$-collocation, respectively. We observe that in $hp$-FEA the time for formation and assembly grows exponentially and dominates the total computing time. $hp$-collocation considerably reduces the formation/assembly time, which leads to a reduction of the total computing time by up to an order of a magnitude. In particular, it balances the effort between the formation/assembly routines and the solver.

3.3. Elastodynamics: Cost for an explicit time step

We examine the cost of one time step in a direct time integration scheme based on the central difference method [4, 64], which can also be obtained from the Newmark family of
time integration schemes using the parameters $\beta = 0$ and $\gamma = 1/2$ [4]. hp-collocation leads to a consistent mass matrix that is diagonal. In this case, the central difference method is explicit in the sense that no linear system solution is required, and the consistent acceleration update can be directly computed as shown in Table 4. Standard hp-FEA leads to a consistent mass matrix that is sparse, but not diagonal. Therefore the discrete equations of motion are coupled and advancing to the next time-step requires the solution of a linear system of equations. One can still construct an explicit scheme by applying mass lumping and a predictor/multicorrection algorithm [4, 64]. The basic steps of an explicit predictor/multicorrection scheme are shown in Table 5. At the beginning of the scheme the current displacements are computed using the central difference formula and the accelerations are predicted using either the constant velocity or zero acceleration predictor (see [64], page 189). During each corrector pass, the accelerations are updated using a quasi-Newton method in which the consistent mass matrix is approximated by the lumped mass matrix.
Compute $u$ (central difference) and predict $a$

Predictor step: Compute $u$ (central difference) and predict $a$

Compute residual vector: $\Delta F^0 = F_{\text{ext}} - Ma - Ku$

for $i=1:2$

Solve explicit system with lumped mass: $M^* \Delta a = \Delta F^{i-1}$

Corrector step: Update $a += \Delta a$

Update residual with consistent mass: $\Delta F^i -= M \Delta a$

end

In total

6 GVOs

1 FGR

1 GVO

1 UGR

10 GVOs +

FGR + 2 UGR

Table 5: One time step in an explicit predictor/corrector scheme with two corrector passes. GVO, FGR and UGR denote a global vector operation, the formation of the global residual vector and the update of the global residual (see Table 6). += and -= denote “add assignment” operators.

The displacements are frozen throughout the update process.

We study a linear elastodynamic problem with constant density and no damping. In this case, both the consistent diagonal mass for $hp$-collocation and the lumped mass matrix for $hp$-FEA can be computed beforehand, stored in a vector, and used throughout all time steps. For $hp$-FEA, we assume that two explicit corrector passes are sufficient. The global residual vector is assembled by summing up the local contributions computed at all quadrature points of each element. The predictor/multicorrector scheme requires the computation of local external, internal and inertial force vectors in the initial pass. Each subsequent corrector pass requires only the update of acceleration contributions to the residual. The corresponding operations required for one explicit time step are summarized in Table 6 for both $hp$-collocation and $hp$-FEA.

The cost in flops for a global vector operation such as subtraction or scalar multiplication corresponds to the number of degrees of freedom in the model discretization under consideration. The cost for the formation and update of the residual vector per quadrature point is derived in Appendix A.3 for $hp$-collocation and $hp$-FEA. In $hp$-collocation we use an optimized algorithm to evaluate displacements and accelerations (see Algorithm 2 in
Appendix A) that considerably reduces the number of linear system solves required for the computation of second derivatives. For \(hp\)-FEA we assume optimized linear algebra routines that avoid operations on zero entries of element matrices (see Appendix A.3). In addition to explicit \(hp\)-FEA based on a predictor/multicorrector scheme, we consider \(hp\)-FEA with a collocated mass matrix based on GLL basis functions that is diagonal. It computes the internal force vector with the Galerkin formulation of \(hp\)-FEA at \((p + 1)^d\) Gauss points, but uses the consistent diagonal mass matrix of \(hp\)-collocation computed at \((p + 1)^d\) Gauss-Lobatto points. This allows for a fully explicit acceleration update as shown in Table 4 and has been widely used in the context of spectral element methods [1, 47, 49, 110].

We multiply the flops per point evaluation given in Appendix A.3 with the total number of quadrature points to obtain the total cost in flops for the formation and update of the global residual vector. On this basis, we can compute the total number of flops per degree of freedom that is required for one time step, using the information in Tables 4, 5 and 6. The resulting counts for explicit \(hp\)-collocation and for explicit \(hp\)-FEA based either on the predictor/multicorrector scheme or the collocation of the mass matrix are summarized in Tables 7 and 8, respectively.

Figures 14a and 14b plot the cost per degree of freedom for one explicit time step with increasing polynomial degree \(p\) in 2D quadrilateral and 3D hexahedral finite element meshes, respectively. We observe that with increasing polynomial degree \(p\) explicit \(hp\)-collocation becomes significantly less expensive than explicit \(hp\)-FEA, no matter if the latter is based on the predictor/multicorrector scheme or on the collocation of the mass matrix. Only

<table>
<thead>
<tr>
<th>(d)</th>
<th>(hp)-collocation</th>
<th>(hp)-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((np + 1))</td>
<td>((np + 1))</td>
</tr>
<tr>
<td>2</td>
<td>(2(np + 1)^2)</td>
<td>(2(np + 1)^2)</td>
</tr>
<tr>
<td>3</td>
<td>(3(np + 1)^3)</td>
<td>(3(np + 1)^3)</td>
</tr>
</tbody>
</table>

2. Formation and assembly of the global residual (FGR) (see Appendix A.3 for details):

\[
\begin{align*}
1 & \quad n(4p^2 + 24p + 20) \\
2 & \quad n^2(6p^4 + 40p^3 + 201p^2 + 366p + 171) \\
3 & \quad n^3(27p^5 + 171p^4 + 966p^3 + 2298p^2 + 2031p + 699)
\end{align*}
\]

\[
\begin{align*}
1 & \quad n(13(p + 1)^2 + 6(p + 1)) \\
2 & \quad n^2(40(p + 1)^3 + 17(p + 1)^2) \\
3 & \quad n^3(80(p + 1)^6 + 45(p + 1)^3)
\end{align*}
\]

3. Update of the global residual (UGR) (see step 4. of Appendix A.3):

\[
\begin{align*}
1 & \quad n(5(p + 1) + 2(p + 1)) \\
2 & \quad n^2(10(p + 1)^4 + 2(p + 1)^2) \\
3 & \quad n^3(15(p + 1)^6 + 2(p + 1)^3)
\end{align*}
\]

Table 6: Number of floating point operations (flops) required for a global vector operation (GVO), formation and assembly of the global residual (FGR) and its update (UGR).
Table 7: Total number of flops per degree of freedom for a fully explicit time step in hp-collocation.

<table>
<thead>
<tr>
<th>$d$</th>
<th><strong>hp-collocation</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{n}{(np+1)}(4p^2 + 24p + 20) + 7$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{n^2}{2(np+1)^2}(6p^4 + 40p^3 + 201p^2 + 366p + 171) + 7$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{n^3}{3(np+1)^3}(27p^5 + 171p^4 + 966p^3 + 2298p^2 + 2031p + 699) + 7$</td>
</tr>
</tbody>
</table>

Table 8: Total number of flops per degree of freedom for an explicit time step in hp-FEA using predictor/multicorrector and fully explicit schemes.

<table>
<thead>
<tr>
<th>$d$</th>
<th><strong>hp-FEA</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sparse mass matrix (Predictor/multi-corrector with 2 corrector passes)</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{n(28(p+1)^2 + 14(p+1))}{(np+1)} + 10$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{n^2(60(p+1)^4 + 23(p+1)^2)}{2(np+1)^2} + 10$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{n^3(110(p+1)^6 + 52(p+1)^3)}{3(np+1)^3} + 10$</td>
</tr>
</tbody>
</table>

for linear basis functions with $p=1$, hp-collocation is slightly more expensive than hp-FEA with collocated mass. The inversion is due to the cost that arises in hp-collocation from the solution of the linear system to determine second derivatives of displacements at each quadrature point (see also Appendix A.3). However, this cost is practically invariant with respect to an increase of the polynomial degree $p$ of the discretization, so that the cost per degree of freedom of explicit hp-collocation is almost constant. Figures 15a and 15b show the cost for one explicit time step in 2D and 3D model discretizations that use cubic basis functions. We observe that in 2D explicit hp-collocation is twice as fast as explicit hp-FEA based on the collocation of the mass matrix and four times faster than explicit hp-FEA based on a predictor/multicorrector scheme. We note at this point that Figure 15a is of particular interest in an explicit dynamics context, since many problems in structural mechanics are dimensionally reduced 2D problems such as plates and shells. In 3D, explicit hp-collocation is three times faster than hp-FEA based on the collocation of the mass matrix and five times
faster than explicit \(hp\)-FEA based on a predictor/multicorrector scheme.

We note that besides the cost for one time step an important factor for the total cost of an explicit scheme is the critical time step size, which correlates with the smallest eigenvalue in the spectrum. Since \(hp\)-collocation and \(hp\)-FEA use the same mesh with the same basis functions, we can expect that the spectrum has similar characteristics in terms of the smallest eigenvalue, which will lead to a comparable critical time step size. Moreover, it is well-known that the critical time step size increases with increasing polynomial degree (e.g., see [4], page 514), resulting in higher computational cost. This cost is offset by the improved accuracy of higher-order methods, as much coarser meshes may be utilized in order to obtain the same
level of accuracy as a low-order method.

State-of-the-art explicit codes such as LS-DYNA [96] almost exclusively use low order elements based on reduced quadrature schemes to lower the computational cost and maximize speed. With a reduced one-point quadrature rule, the cost of $hp$-FEA for $p=1$ potentially reduces by more than a factor $1/4$ in 2D and more than a factor $1/8$ in 3D [97]. However, one-point reduced quadrature leads to rank deficient system matrices, which in turn induces mesh instabilities, e.g. “hourglass modes” [111]. Therefore, additional stabilization by artificial viscous and/or elastic mechanisms becomes necessary. The present operation counts for explicit structural dynamics indicate a potential of $hp$-collocation for the use of higher-order explicit schemes in elastodynamics without the need for hourglass stabilization.
4. Numerical tests: Optimal convergence of geometrically flexible domains, adaptive mesh refinement, and explicit dynamics

In the following, we present a number of benchmark problems in two and three dimensions that demonstrate the numerical properties and advantages of \( hp \)-collocation in terms of optimal convergence rates, flexibility for the discretization of curved geometries and adaptive mesh refinement. We also demonstrate its potential for shell analysis with higher-order solid elements and for higher-order explicit structural dynamics. In this section, we quantify accuracy and convergence by the relative error in strain energy in percent \([4, 5, 37]\)

\[
e_r = \sqrt{\frac{|U_{ex} - U_{hp}|}{U_{ex}}} \times 100\% \quad (49)
\]

\( U_{ex} \) represents the exact analytical strain energy of the original problem and \( U_{hp} \) denotes the strain energy obtained numerically with either \( hp \)-collocation or \( hp \)-FEA.

4.1. Plate with a circular hole

As the first example we consider a plate with a circular hole in plane stress shown in Fig. 16. There exists an analytical solution (see Fig. 16), from which the exact strain energy can be derived as \( U_{ex} = 0.0084449127114 \) \([100]\). Note that due to symmetry we can reduce the system to one quarter of the original problem. Figure 17 shows the initial mesh of isoparametric elements based on Gauss-Lobatto Lagrange functions, and the first two uniform mesh refinement steps. It also plots the corresponding results for the normal stress component in the \( x \)-direction and the corresponding Gauss-Lobatto quadrature points.

Figures 18a and 18b show the convergence in strain energy for uniform mesh refinements and fixed polynomial degree \( p \), and for \( p \)-refinement on the initial mesh, respectively.

**Figure 16:** \( \text{Linear elastic plate with a circular hole: problem definition and exact solution.} \)
Three different discretization methods are compared: Results in red lines correspond to $hp$-collocation based on the averaged variational formulation (40) that leads to symmetric stiffness matrices. Results in dashed blue lines correspond to $hp$-collocation based on the weighted residual formulation (13) only. It skips the symmetrization procedure based on the ultra-weak form and leads to non-symmetric stiffness matrices, since the meshes contain non-affine elements. Results in dashed green lines correspond to standard $hp$ finite elements based on the Galerkin method. All methods use GLL basis functions, but we note that $hp$-collocation based on the weighted residual formulation and $hp$-FEA could also be used with any other polynomial tensor-product $C^0$ approximation basis, such as tensor-product integrated Legendre [37] or Bernstein polynomials [38]. Since these functions span the same space as GLL functions, this would lead to exactly the same results.

In Fig. 18a, we observe that all methods achieve optimal rates of convergence with uniform $h$-refinement. $hp$-collocation based on the averaged formulation achieves a slightly
better pre-asymptotic convergence behavior as compared to $hp$-collocation based on the weighted residual formulation. Due to the higher accuracy of full Gauss quadrature, the mapped integrals are evaluated more accurately in $hp$-FEA than in $hp$-collocation with reduced Gauss-Lobatto quadrature, which results in a slightly smaller error constant. Figure 18b shows that all methods achieve exponential rates of convergence under $p$-refinement. We see the same slight differences in error constants. These results confirm that $hp$-collocation achieves optimal rates of convergence, and that reduced Gauss-Lobatto quadrature provides sufficient accuracy to handle integrals with non-affine geometry mappings.

4.2. L-shaped domain

The geometric flexibility of standard unstructured finite element meshes opens the door for highly localized refinement. Since $hp$-collocation is based on finite element meshes, we can make full use of their natural local refinement capability. We illustrate this by applying uniformly and adaptively refined meshes for the solution of the L-shaped domain problem shown in Fig. 19. It has a non-smooth solution due to a stress singularity at the re-entrant corner A. The singular stress behavior is illustrated by the Von Mises stress plot of Fig. 20. There exists an analytical expression of the total strain energy $[37, 112]$

$$U_{ex} = 4.15454423 \frac{A_1 \sigma_1^{2\lambda_1}}{E}$$

(50)
if the following traction boundary conditions are prescribed along the outer boundaries $\Gamma_N$

\[
\sigma_x = A_1 \lambda_1 r^{\lambda_1 - 1} [(2 - Q_1(\lambda_1 + 1)) \cos ((\lambda_1 - 1)\theta) - (\lambda_1 - 1) \cos ((\lambda_1 - 3)\theta)]
\]

\[
\sigma_y = A_1 \lambda_1 r^{\lambda_1 - 1} [(2 + Q_1(\lambda_1 + 1)) \cos ((\lambda_1 - 1)\theta) + (\lambda_1 - 1) \cos ((\lambda_1 - 3)\theta)]
\]

\[
\tau_{xy} = A_1 \lambda_1 r^{\lambda_1 - 1} [(\lambda_1 - 1) \sin ((\lambda_1 - 3)\theta) + Q_1(\lambda_1 + 1) \sin ((\lambda_1 - 1)\theta)]
\]

where $r$ and $\theta$ denote polar coordinates with origin at point $A$. The values of the constants involved are the smallest eigenvalue $\lambda_1=0.544483737$, the generalized stress intensity factor $A_1=1.0$, and $Q_1=0.543075579$ [37, 112]. The re-entrant edges $\Gamma_0$ are stress-free and constants $a$ and $E$ denote the side length and Young’s modulus (see Fig. 19).

For our computations, we use $hp$-collocation with a polynomial basis of $p=2$ and an initial mesh of 50 elements. We then create two series of meshes that use uniform refinement over the whole domain and adaptive refinement around the re-entrant corner, where the stress singularity occurs. Figure 21a shows the first uniform mesh of the series, for which the corresponding relative error in strain energy falls below 1%. It requires 178,330 degrees of freedom. Figure 21b shows the adaptive mesh that leads to a comparable error in strain energy of 0.9%, but uses only 3,747 degrees of freedom. The corresponding Von Mises stress distribution is plotted in Fig. 20. Figure 21 shows close-up views of the area around the re-entrant corner, which confirms that the local resolution in both meshes is comparable.
4.3. Hollow sphere under internal pressure

With the next example we test the convergence of $hp$-collocation for three-dimensional mapped configurations. To this end, we examine a hollow sphere under internal pressure, whose geometry is shown in Fig. 22. Note that due to symmetry we consider only one eighth of the original problem. Following the derivations shown in [113, 114] there exists an analytical solution in spherical coordinates $\{r, \phi, \theta\}$ of the form

$$
\sigma_r = -\frac{p}{\left(\frac{R_a}{R_i}\right)^3 - 1} \left[\left(\frac{R_a}{r}\right)^3 - 1\right]
$$

$$
\sigma_\phi = \sigma_\theta = \frac{p}{\left(\frac{R_a}{R_i}\right)^3 - 1} \left[\frac{1}{2} \left(\frac{R_a}{r}\right)^3 + 1\right]
$$

$$
u_r = \frac{r}{E} \left[(1 - \nu)\sigma_\theta - \nu\sigma_r\right]
$$

The rest of the displacement components are zero due to symmetry. In the present case, we choose an inner radius $R_i=50$, an outer radius $R_a=100$, Young’s modulus $E=10,000$ and a pressure $p=50$. With these parameters, the exact strain energy can be computed as $U_{ex}=157,079.6326794896$ [115].

We consider the three meshes shown in Figs. 23a through 23c, which define isoparametric
finite elements based on GLL basis functions. Figure 24 shows the Von Mises stresses in one eighth of the sphere, computed with $hp$-collocation and quadratic GLL basis functions on the initial mesh. Figure 25 plots the convergence of the relative error in strain energy for linear, quadratic, cubic and quartic elements. It confirms that $hp$-collocation also achieves optimal rates of convergence on geometrically mapped configurations in 3D.

4.4. Scordelis-Lo roof

Higher-order solid elements have been shown to be able to efficiently analyze thin-walled structures in the context of the $p$-version of the finite element method [116, 117] and isogeometric analysis [63, 64, 118, 119]. In many situations, there are potential advantages of higher-order solid elements over dimensionally reduced plate and shell elements: Solid
elements are able to seamlessly discretize thin structures of variable thickness that consist of thin-walled, thick-walled and truly solid parts. They allow for a direct application of many constitutive, fracture and damage models that require a fully three-dimensional stress-strain description. Solid elements simplify nonlinear analysis of shells, where rotations are no longer vectorial and additive but require a multiplicative group structure. Higher-order solid elements have been shown to be superior for shell problems that are dominated by a three-dimensional stress state (e.g. high curvature sheet metal forming) [120, 121]. Finally, higher-order solid elements are less prone to locking effects, when a purely displacement-based formulation is chosen [116, 117, 122].

In the following we will demonstrate that $hp$-collocation is well-suited for shell analysis with higher-order solid hexahedral finite elements. To this end we first consider the Scordelis-Lo roof under gravity load, which was proposed as a benchmark for shell elements as part of the shell obstacle course [124, 125]. The Scordelis-Lo roof with geometric and material parameters adopted from [117] is illustrated in Fig. 26. Due to symmetry, we discretize only one quarter of the structure. We consider a sequence of four meshes that define isoparametric hexahedral elements based on GLL basis functions. The illustration in Fig. 27 emphasizes the finite through-the-thickness dimension of the solid elements. We use the flexibility of unstructured meshes to adaptively grade the discretization during refinement in order to capture the boundary layer at the free edge of the roof structure.

We analyze the Scordelis-Lo roof with $hp$-collocation in a purely displacement-based formulation, using the sequence of meshes of Fig. 27 and linear, quadratic, cubic and quartic
Figure 26: Scordelis-Lo roof with dead load as given in [117].

Figure 27: Sequence of unstructured adaptive finite element meshes of the quarter Scordelis-Lo roof, generated with the meshing tool TUM.GeoFrame [89, 123].

basis functions. Figure 28 shows the convergence of the vertical displacement at point A (see Fig. 26), for which a reference solution is known [124, 125]. As expected, linears are not converging due to various locking phenomena (shear, membrane and trapezoidal locking) [111]. This issue is significantly improved for quadratics and resolved for cubics and quartics.
Figure 28: Scordelis-Lo roof: Convergence of the vertical displacement at point A (see Fig. 26). The results are obtained with solid hexahedral elements defined by the meshes of Fig. 27.

This is further corroborated by Figs. 29 and 30 that plot the vertical displacements and the Von Mises stresses computed with the second mesh, respectively. Note that we show the lower concave side of the complete roof structure to better visualize the solution pattern and the boundary layer at the free edge. While the linear displacement solution is qualitatively wrong, all higher-order discretizations yield the correct displacement pattern. The Von Mises stress solutions obtained with linears and quadratics show spurious oscillations. Cubics and quartics accurately capture the correct stress pattern including the boundary layer.

In Fig. 31, we compare the strain energy convergence obtained with $hp$-collocation and standard finite elements based on the Galerkin method. We rely on the reference solution $U_{eq} = 0.003933076912$ given in [117]. Figure 31a shows the convergence obtained with the series of meshes shown in Fig. 27 and different polynomial degrees. Linear basis functions yield very unsatisfactory results, while all higher-order discretizations converge. Comparing $hp$-collocation with corresponding finite element computations, we observe that standard $hp$-FEA achieves the same convergence rates as $hp$-collocation for all polynomial degrees considered, but leads to a slightly reduced error constant. This is a consequence of the full Gauss quadrature of $hp$-FEA that integrates the integrals involving a geometric mapping more accurately than the reduced Gauss-Lobatto quadrature of $hp$-collocation. Figure 31b examines the strain energy convergence of $hp$-collocation and $hp$-FEA for $p$-refinement. Since we are interested in the convergence behavior for the general case of unstructured meshes [126], we use the second mesh shown in Fig. 27. To limit the number of degrees of freedom during the refinement process, we use a fixed polynomial degree of $p=3$ in the through-
Figure 29: Scordelis-Lo roof: Solution of the vertical displacement field obtained with hp-collocation and isoparametric finite elements of different polynomial degree $p$.

The results of the Scordelis-Lo benchmark confirm that hp-collocation with higher-order solid elements is a valid option for the analysis of thin-walled structures, and that it is
able to yield accurate results on coarse meshes. Based on Figs. 28 through 31, we feel that cubic and quartic basis functions offer a good compromise between accuracy and ease of construction of higher-order basis functions and meshes.

4.5. Dynamic impact analysis of a full-scale wind turbine blade

Finally, we apply *hp*-collocation with higher-order solid elements for the dynamic impact analysis of a wind turbine blade. Using the diagonality of its consistent mass matrix, we illustrate the potential of *hp*-collocation for higher-order fully explicit structural dynamics.

The geometry of the blade displayed in Fig. 32 is based on four digit symmetric or cam-
Figure 31: Scordelis-Lo roof: Convergence of the relative error in strain energy under $h$- and $p$-refinement. For the latter, we only increase $p$ in the two local in-plane directions $\xi$ and $\eta$, while using cubics in the through-the-thickness direction $\zeta$ of tensor-product GLL basis functions.

Figure 32 illustrates the discretization of the bulkhead and the through-the-thickness dimension of the thin hexahedral solid elements.

Figure 34 shows three nodal finite element meshes of different polynomial degree $p$ and mesh size $h$. Mesh 1 consists of 1,010 quadratic elements, mesh 2 consists of 199 elements that

...
are quartic in the two in-plane directions and cubic in the through-the-thickness direction, and mesh 3 consists of 2,019 cubic elements. The nodal basis functions of all meshes use Gauss-Lobatto nodes. We will use meshes 1 and 2 that both have approximately 36,000 degrees of freedom to compare the displacement response obtained with different polynomial degrees $p$ at an equivalent degree of freedom level. We expect mesh 3 with approximately 215,000 degrees of freedom to yield a tentatively more accurate response.

We excite the structure by a sudden movement of the support $\bar{u}(t)$ at the root, where the blade is attached to the rotor hub. We assume that the blade is at rest initially. The
Mesh 1: 1,010 quadratic ele’s
35,712 dofs

Mesh 2: 199 quartic ele’s
Cubic through-the-thickness
36,393 dofs

Mesh 3: 2,019 cubic ele’s
215,391 dofs

**Figure 34:** Finite element meshes for the wind turbine blade consisting of thin-walled hexahedral solid elements. The positions marked with white points are constrained in all meshes as element nodes, and are later used to monitor and compare solutions between meshes.

The root boundary is then displaced in the time window \( t \in [0, 0.1] \) seconds in the following form

\[
\bar{u}(t) = \frac{D}{2} \left( 1 - \cos \left( \pi \frac{t}{T} \right) \right)
\]

where \( D = 100 \text{ mm} \) is the maximum displacement and \( T = 0.1 \text{ s} \) is the duration of the impact. After \( T \) the displacement of the root boundary stays at \( D \).

To analyze the immediate dynamic response of the wind turbine blade we use hp-collocation in an explicit structural dynamics context that exploits the diagonality of its consistent mass matrix. For simplicity, we assume linear elastodynamics, neglect physical damping effects and assume a homogeneous material, i.e. steel with Young’s modulus \( E = 210 \text{ GPa} \), Poisson’s ratio \( \nu = 0.28 \) and density \( \rho = 7.85 \times 10^3 \text{ kg/m}^3 \). For time integration, we apply the explicit generalized-\( \alpha \) method [129, 130] that allows for numerical dissipation of unphysical high-frequency modes [4, 131], while maintaining second-order accuracy in time. It is based on the evaluation of external and internal forces at time \( t_n \) and the evaluation of
the acceleration term at different point in time. It depends on the choice of the parameter \( \rho_b \) that controls numerical dissipation and ranges between \( \rho_b = 1 \) (no damping) and \( \rho_b = 0 \) (asymptotic annihilation of high frequencies) [130]. Based on the acceleration result we can compute acceleration, velocity and displacements at the next time step \( t_{n+1} \), using the Newmark equations [4, 130].

Explicit time integration methods are conditionally stable and require a small enough time step below the critical time step size \( \Delta t_{\text{crit}} \) [4, 132]. The stability limit of the explicit generalized \( \alpha \)-method depends on \( \rho_b \) [130], and is given for the physically undamped case by

\[
\Omega_s = \sqrt{\frac{12(1 + \rho_b) (2 - \rho_b)}{10 + 15 \rho_b - \rho_b^2 + \rho_b^3 - \rho_b^4}}
\]  

(58)

The critical time step \( \Delta t_{\text{crit}} \) follows as

\[
\Delta t_{\text{crit}} = \frac{\Omega_s}{\omega_{\text{max}}}
\]

(59)

Figure 35: Displacement response 120 ms after the onset of the excitation of the root support, computed with \( hp \)-collocation on meshes 1, 2 and 3. The silhouettes indicate the initial configuration of the undeformed blade.
where $\omega_{\text{max}}$ is the maximum natural frequency of the physically undamped discrete eigenproblem defined by the stiffness and mass matrices of the finite element mesh [4, 130]. For the current example, we choose a numerical damping parameter of $\rho_b=0.5$. Based on the results of (59), we choose time steps $\Delta t = 10^{-6}$ s and $\Delta t = 10^{-7}$ s for the quadratic mesh 1 and the quartic mesh 2, respectively.

Figures 35 and 36 compare the displacement response of the three different meshes at $t = 0.12$ s and $t = 0.35$ s, respectively. We plot the total displacements on the deformed configurations, and amplify displacements in each direction by a factor 20 for better visibility of the deformation pattern. Additionally we show the silhouettes of the initial undeformed configuration. We observe two overlapping phenomena: On the one hand, there are low frequency waves that travel along the blade axis. On the other hand, there are higher frequency oscillations in the displacements that result from reflections at the lateral bulkhead. A comparison of the results indicates that the former are captured accurately in all three meshes, while there is a more pronounced difference for the latter between the three meshes. We monitor the total displacement at four locations along the blade axis (see Fig. 34 for
the corresponding locations on the upper blade surface), and compare the displacement history at these points in Figs. 37a to 37d. We observe that the prediction of the initial displacement front that moves along the blade axis is consistent between all three meshes, and the onset of deflection is initiated at exactly the same time at all locations. We can also observe that throughout all plots \(hp\)-collocation with higher-order quartic basis functions in mesh 2 leads to a displacement response that is significantly closer to the tentatively more accurate mesh 3 than the response computed with the lower order quadratic basis functions of mesh 1.
5. Summary and conclusions

The present paper highlights the potential of hp-collocation methods for higher-order analysis on standard nodal finite element meshes, based on a range of advantageous properties: hp-collocation is consistently derived from a variational principle. It links collocation with reduced quadrature. It exploits the geometric flexibility of standard nodal meshes for the discretization of geometrically complex configurations. In elasticity, hp-collocation leads to symmetric stiffness matrices, which is essential for reducing memory consumption and the applicability of efficient iterative solvers. It leads to diagonal consistent mass matrices, which opens the door for fully explicit dynamics. hp-collocation offers full accuracy in the sense of a Galerkin method, leading to optimal and exponential rates of convergence under h- and p-refinement, respectively. At the same time, it minimizes the cost per quadrature point in the sense of a point collocation method. As a consequence, it significantly reduces formation and assembly effort with respect to standard Galerkin finite elements, while providing the same level of accuracy. From an algorithmic point of view, hp-collocation can be implemented easily in standard finite element codes.

The basic idea of hp-collocation is the combination of an element-wise weighted residual formulation with Gauss-Lobatto quadrature and Gauss-Lobatto Lagrange (GLL) basis functions that use the quadrature points as nodes. At each quadrature point inside an element, the Kronecker $\delta$ property of the GLL basis leads to the strong enforcement of the PDE. At each element boundary quadrature point, a weighted sum of the residual of the PDE and the flux over the element boundaries is enforced. This concept has already been exploited in several other methods, most prominently in some versions of the spectral element method. For affine elements, the weighted residual formulation leads to exactly the same stiffness matrix as the standard Galerkin formulation. However, the reduced Gauss-Lobatto quadrature of hp-collocation does not integrate the entries of the stiffness matrix exactly, so that hp-collocation and the standard Galerkin finite element method with full Gauss quadrature lead to different stiffness matrices. For non-affine elements, the stiffness matrix of the weighted residual formulation is different from the Galerkin formulation. In particular, it is non-symmetric. Symmetry can be restored by averaging the weighted residual formulation with a dual variational formulation based on the ultra-weak formulation. From an implementation point of view, this can be easily realized by averaging the element stiffness matrix of the weighted residual formulation with its transpose before assembly.

We compared the computational efficiency of hp-collocation to standard Galerkin finite element methods by assessing the cost for forming and assembling stiffness matrices and
residual vectors in terms of operation counts. We also quantified the cost of $hp$-collocation vs. standard Galerkin finite elements to solve a representative elastostatic problem in three dimensions, considering both accuracy vs. the number of degrees of freedom as well as accuracy vs. the total computing time. Operation counts as well as timings showed that $hp$-collocation is significantly less expensive for problems that are dominated by the formation and assembly effort, such as higher-order elastostatic analysis. For $hp$-collocation in explicit dynamics, we used an optimized algorithm to evaluate displacements and accelerations that is able to considerably reduce the number of linear system solves required for the computation of second derivatives. As a consequence the cost per degree of freedom of explicit $hp$-collocation turns out to be practically invariant with respect to an increase of the polynomial degree. This makes higher-order explicit $hp$-collocation significantly less expensive than explicit finite element analysis, using full integration of element arrays, no matter whether the latter is based on a predictor/multicorrector scheme or a collocated diagonal mass matrix. We note that commercial explicit codes almost exclusively use linear finite elements with one-point reduced quadrature and “hourglass” stabilization to maximize speed, minimize memory usage, and counteract locking. $hp$-collocation is rank sufficient and thus eliminates the need for ad hoc “hourglass” stabilization techniques and their tuning parameters. We illustrated the performance of $hp$-collocation with a series of elastostatic and elastodynamic problems in two and three dimensions.

The speed-up of formation and assembly times in $hp$-collocation is based on the fast evaluation of quadrature points, but not on a reduction of the number of quadrature points. The reduced Gauss-Lobatto quadrature of $hp$-collocation requires the evaluation of the same number of quadrature points as the fully integrated Galerkin method. Moreover, the use of standard nodal finite element meshes in $hp$-collocation leads to the same dependence of the critical time step on the polynomial degree $p$ as in standard $hp$-FEA. This means that with larger $p$, the critical time steps become increasingly small, so that high-order explicit dynamics easily becomes impractical due to an excessively large number of time steps. In this regard isogeometric collocation methods are an interesting alternative (see e.g. [16]). First, they offer the same inexpensive formation and assembly cost per quadrature point as $hp$-collocation, but additionally minimize the number of point evaluations to the optimum of one per basis function. Second, it has been shown that isogeometric discretizations allow for much larger stable time steps than $hp$-FEA (see e.g. [133]), and that the high modes in $hp$-FEA are notoriously ill-behaved, which is not the case for isogeometric discretizations (see e.g. [64, 134–136]). On this basis, we can expect isogeometric collocation to reduce the
cost of $hp$-collocation in an explicit elastodynamics setting.

In summary, $hp$-collocation might not be able to compete on a broad scale with traditional linear finite elements with one-point quadrature and “hourglass” stabilization techniques or with the emerging isogeometric collocation technology. Nonetheless, we believe that $hp$-collocation constitutes an interesting possibility in many situations, e.g., if the analyst prefers to use standard nodal finite element meshes, wants to do higher-order elastostatic analysis, or requires explicit dynamics simulations, but does not feel comfortable with the fragility of low-order elements with one-point quadrature and “hourglass” stabilization. In addition, we believe that $hp$-collocation is a very promising technology for wave propagation problems such as seismic analysis or acoustic and electromagnetic scattering in earth sciences. These problems often involve the resolution of very small time scales, so that accuracy requires time steps that are below the critical time step size of higher-order $hp$-collocation. They also typically feature highly heterogeneous materials, and a sufficiently large number of quadrature points is required to accurately resolve them. Moreover, the higher-order spatial approximation of $hp$-collocation in conjunction with explicit higher-order Runge-Kutta integrators in time are an efficient way to control numerical dispersion and dissipation errors. An extension to explicit dynamics computations of highly nonlinear problems such as impact and blast damage analysis depends on whether the cost advantages of $hp$-collocation can be transferred to the geometrically and materially nonlinear regime, which is a topic of future research.
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Appendix A. Derivation of operation counts at a quadrature point

In the following, we provide details on the operation counts regarding the cost in floating point operations (flops) at each quadrature point for the formation and assembly of the local stiffness matrix in an elastostatic problem and the residual vector in an elastodynamics problem without damping, which are separately listed in Appendices A.2 and A.3, respectively. In this paper each multiplication and each addition are considered as a single flop and we neglect the cost of all control structures.

The computation of uni-variate basis functions in local coordinates depends largely on the specific implementation. Therefore we neglect its cost, assuming it is small and comparable between nodal based \(hp\)-collocation and \(hp\)-FEA. Alternatively, we could assume that univariate basis functions in local coordinates are precomputed for the parent element, which actually many codes do (as for instance the code that we used for all computations shown in this paper). For \(hp\)-collocation in 2D and 3D elements, we exploit the Kronecker \(\delta\) property of the Gauss-Lobatto Lagrange basis functions at each Gauss-Lobatto quadrature point. Due to their tensor-product structure, the first and second derivatives of most GLL basis functions at Gauss-Lobatto quadrature points are zero, since they contain univariate components of the GLL functions itself, for which the Kronecker \(\delta\) property holds. In \(hp\)-collocation, the omission of the corresponding zero multiplications in the formation of the local basis functions, Jacobian and Hessian matrices significantly speeds up the computation of multi-variate tensor-product basis functions in global coordinates. In addition, this can be still implemented very easily (see the code snippet given in Algorithm 1). For the solution of the small systems of linear equations that occur during the computation of first and second derivatives in global coordinates, we assume standard Gaussian elimination. Typically we need to solve many systems with the same coefficient matrix, but \(k\) different right hand sides. This requires only one forward elimination of the coefficient matrix and \(k\) forward eliminations and back substitutions of the right hand sides. The corresponding cost in flops can be computed with \(2/3n^3 + 3/2kn^2 - (3k + 4)/6n\), where \(n\) is the number of equations in the system.

Operation counts related to the computation of multivariate basis functions and its derivatives in global coordinates are reported in Appendix A.1. To help interested readers to retrace our counts, we additionally provide corresponding MATLAB-style routines. Algorithm 1 illustrates the computation of 2D Gauss-Lobatto Lagrange basis functions and their first and second derivatives in global coordinates for the computation of stiffness forms. For the residual forms in the elastodynamics case, we can optimize the evaluation of displa-
Data: Local coordinates \( \{x_i, \eta\} \) and tensor-product indices \( \{i_{GL}, j_{GL}\} \) of the current Gauss-Lobatto quadrature point;

Arrays of element nodal coordinates \( \{x(\cdot), y(\cdot)\} \) defining the element geometry;

Functions \( dGLL(\cdot, i) \) and \( ddGLL(\cdot, i) \) providing the first/second derivatives of the \( i^{th} \) univariate Gauss-Lobatto Lagrange polynomial in local coordinates;

Result: First/second derivatives of GLL basis functions in global coordinates;

\[
\begin{align*}
&\text{for } j=1:(p+1) \text{ do} \\
&\quad \text{for } i=1:(p+1) \text{ do} \\
&\quad\quad \text{if } j == j_{GL} \text{ then} \\
&\quad\quad\quad dN (1,(j-1)*(p+1)+i) = dGLL(xi,i); \\
&\quad\quad\quad dBxi (1,(j-1)*(p+1)+i) = ddGLL(xi,i); \\
&\quad\quad\quad dx (1,1) += dN(1,(j-1)*(p+1)+i)*x((j-1)*(p+1)+i); \\
&\quad\quad\quad dx (1,2) += dN(1,(j-1)*(p+1)+i)*y((j-1)*(p+1)+i); \\
&\quad\quad\quad d2dx (1,1) += ddN(1,(j-1)*(p+1)+i)*x((j-1)*(p+1)+i); \\
&\quad\quad\quad d2dx (1,2) += ddN(1,(j-1)*(p+1)+i)*y((j-1)*(p+1)+i); \\
&\quad\quad\quad \text{end} \\
&\quad\quad \text{if } i == i_{GL} \text{ then} \\
&\quad\quad\quad dN (2,(j-1)*(p+1)+i) = dGLL(eta,j); \\
&\quad\quad\quad dBxi (3,(j-1)*(p+1)+i) = ddGLL(eta,j); \\
&\quad\quad\quad dx (1,1) += dN(2,(j-1)*(p+1)+i)*x((j-1)*(p+1)+i); \\
&\quad\quad\quad dx (1,2) += dN(2,(j-1)*(p+1)+i)*y((j-1)*(p+1)+i); \\
&\quad\quad\quad d2dx (1,1) += ddN(3,(j-1)*(p+1)+i)*x((j-1)*(p+1)+i); \\
&\quad\quad\quad d2dx (1,2) += ddN(3,(j-1)*(p+1)+i)*y((j-1)*(p+1)+i); \\
&\quad\quad\quad \text{end} \\
&\quad \quad \text{ddN} (2,(j-1)*(p+1)+i) = dGLL(xi,i) * dGLL(eta,j); \\
&\quad \quad d2dx (2,1) += ddN(2,(j-1)*(p+1)+i)*x((j-1)*(p+1)+i); \\
&\quad \quad d2dx (2,2) += ddN(2,(j-1)*(p+1)+i)*y((j-1)*(p+1)+i); \\
&\quad \quad \text{end} \\
\end{align*}
\]

\% 2. Compute matrix of squared first derivatives

\[
\begin{align*}
\text{dxdx} &= (dxdx(1,1)^2 \quad dxdx(1,1)*dxdx(1,2) \quad dxdx(1,2)^2; \\
2*dxdx(1,1)*dxdx(2,1) &= dxdx(1,1)*dxdx(2,1)+dxdx(1,2)*dxdx(2,1) \quad 2*dxdx(1,2)*dxdx(2,2); \\
\text{dxdx} &= (dxdx(1,1)^2 \quad dxdx(1,1)*dxdx(2,2) \quad dxdx(2,2)^2); \\
\end{align*}
\]

\% 3. Solve for first derivatives in global coordinates (using MATLAB’s backslash operator)

\[
\text{dN} = \text{dxdx} \backslash \text{dN};
\]

\% 4. Solve for second derivatives in global coordinates (using MATLAB’s backslash operator)

\[
\text{ddN} = \text{dxdx}^2 \backslash (\text{ddN} - \text{dxdx}^2*\text{dN});
\]

\[\text{Algorithm 1:}\]

MATLAB code snippet 1 - Compute first and second derivatives of the GLL basis functions in global coordinates in \( hp \)-collocation.
**Data:** Local coordinates \(\{x, \eta\}\) and tensor-product indices \(\{i_{\text{GL}}, j_{\text{GL}}\}\) of the current Gauss-Lobatto quadrature point; 
Arrays of displacement coefficients \(\text{coefs}_u(:,1,1)\), \(\text{coefs}_u(:,1,2)\); 
Functions \(d\text{GLL}(\ast, i)\) and \(d\text{dGLL}(\ast, i)\) providing the first/second derivatives of the \(i^{th}\) univariate Gauss-Lobatto Lagrange function in local coordinates;

**Result:** The first/second derivatives of displacements \(u\) in global coordinates using GLL functions;

% 1. Compute first/second derivatives of \(u\) exploiting the Kronecker \(\delta\) property of GLL functions

\[
\text{for } j=1:(p+1) \text{ do} \\
\quad \text{for } i=1:(p+1) \text{ do} \\
\quad\quad \text{if } j == j_{\text{GL}} \text{ then} \\
\quad\quad\quad \text{du}(1,1:2) += d\text{GLL}(x_i, i) \times \text{coefs}_u(:,1:2); \\
\quad\quad\quad \text{d}^2u(1,1:2) += d\text{dGLL}(x_i, i) \times \text{coefs}_u(:,1:2); \\
\quad\quad \text{end} \\
\quad\quad \text{if } i == i_{\text{GL}} \text{ then} \\
\quad\quad\quad \text{du}(2,1:2) += d\text{GLL}(\eta_j, j) \times \text{coefs}_u(:,1:2); \\
\quad\quad\quad \text{d}^2u(3,1:2) += d\text{dGLL}(\eta_j, j) \times \text{coefs}_u(:,1:2); \\
\quad\quad \text{end} \\
\quad \text{d}^2u(2,1:2) += d\text{GLL}(x_i, i) \times d\text{GLL}(\eta_j, j) \times \text{coefs}_u(:,1:2); \\
\quad \text{end} \\
\text{end}
\]

% Note: The Jacobian and the Hessian matrices depend only on the initial geometry. We assume % that both matrices \(d^2x/dx_i\) and \(d^2x/dx_i^2\) are precomputed (see Algorithm 1) and stored at each % quadrature point. This is possible, since the corresponding memory consumption per point is % negligible (10 doubles in 2D, 27 doubles in 3D).

% 2. Set up the remaining system matrix to determine second derivatives of \(u\)

\[
\begin{align*}
\text{dx}^2 &= \begin{bmatrix}
\text{dx}x(1,1)^2 & \text{dx}x(1,1)\text{dx}x(1,2) & \text{dx}x(1,2)^2; \\
2\text{dx}x(1,1)\text{dx}x(2,1) & \text{dx}x(1,1)^2\text{dx}x(2,1) + \text{dx}x(1,2)\text{dx}x(2,1) & 2\text{dx}x(1,2)^2\text{dx}x(2,1); \\
\text{dx}x(2,1)^2 & \text{dx}x(2,1)^2\text{dx}x(2,2) & \text{dx}x(2,2)^2;
\end{bmatrix}
\end{align*}
\]

% 3. Solve for first derivatives of \(u\) in global coordinates (using MATLAB’s backslash operator) \(\text{du} = \text{dx}x\backslash\text{du}\);

% 4. Solve for second derivatives of \(u\) in global coordinates (using MATLAB’s backslash operator) \(\text{d}^2u = \text{dx}x^2\backslash(\text{d}^2u - \text{d}^2x^2\text{du})\);

**Algorithm 2:**

MATLAB code snippet 2 - Compute displacement derivatives. This routine minimizes the cost of second derivatives in explicit \(hp\)-collocation for elastodynamic problems.
exist in MATLAB.

For all operation counts related to the formation and assembly of stiffness and residual forms, we assume optimized linear algebra routines that avoid operations on zero entries of local matrices and vectors. For the elastodynamics case, we furthermore assume that the Jacobian matrix in standard $hp$-FEA and the Jacobian and Hessian matrices in $hp$-collocation are precomputed at each quadrature point. This requires the storage of a maximum of 27 doubles (for the case of a quadrature point in 3D), but significantly reduces the computational effort for the formation of the residual vector. In the tables of Appendix A, $B$ denotes the strain-nodal displacement matrix and $H$ is the matrix that maps nodal degrees of freedom to values at a quadrature point. In 3D, they show the following well-known structure per node $A$ [4]

$$
B_A = \begin{bmatrix}
N_{A,x} & 0 & 0 \\
0 & N_{A,y} & 0 \\
0 & 0 & N_{A,z} \\
N_{A,z} & 0 & N_{A,x} \\
N_{A,y} & N_{A,x} & 0
\end{bmatrix}, \quad H_A = \begin{bmatrix}
N_A & 0 & 0 \\
0 & N_A & 0 \\
0 & 0 & N_A
\end{bmatrix}
$$

(A.1)
Appendix A.1. Flops to evaluate basis functions

<table>
<thead>
<tr>
<th>d</th>
<th>hp-collocation</th>
<th>hp-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$4(p + 1) + 2$</td>
<td>$2(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$5(p + 1)^2 + 16(p + 1) + 13$</td>
<td>$11(p + 1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>$21(p + 1)^2 + 36(p + 1) + 63$</td>
<td>$26(p + 1)^3$</td>
</tr>
</tbody>
</table>

2. Form tensor products and the Jacobian. For collocation, we additionally need the Hessian and the matrix of squared first derivatives, but we can exploit the Kronecker $\delta$ property of GLL basis functions:

3. Solve for 1st derivatives:

<table>
<thead>
<tr>
<th>d</th>
<th>$p + 1$</th>
<th>$p + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$5(p + 1)^2 + 4$</td>
<td>$5(p + 1)^2 + 4$</td>
</tr>
<tr>
<td>2</td>
<td>$12(p + 1)^3 + 20$</td>
<td>$12(p + 1)^3 + 20$</td>
</tr>
</tbody>
</table>

4. Compute right hand side vectors and solve for 2nd derivatives:

<table>
<thead>
<tr>
<th>d</th>
<th>$p + 1$</th>
<th>$p + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$24(p + 1)^2 + 20$</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$87(p + 1)^3 + 140$</td>
<td>-</td>
</tr>
</tbody>
</table>

**Total number of flops:**

<table>
<thead>
<tr>
<th>d</th>
<th>$p + 1$</th>
<th>$p + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$8(p + 1) + 2$</td>
<td>$3(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$29(p + 1)^2 + 16(p + 1) + 37$</td>
<td>$16(p + 1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$99(p + 1)^3 + 21(p + 1)^2 + 36(p + 1) + 223$</td>
<td>$38(p + 1)^3 + 20$</td>
</tr>
</tbody>
</table>
Appendix A.2. Flops per quadrature point to evaluate the element stiffness matrix in elastostatics

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain integral</td>
<td>Surface integral</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>$8(p + 1) + 2$</td>
<td>$3(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$29(p + 1)^2 + 16(p + 1) + 37$</td>
<td>$16(p + 1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>$99(p + 1)^3 + 21(p + 1)^2 + 36(p + 1) + 223$</td>
<td>$38(p + 1)^3 + 20$</td>
</tr>
</tbody>
</table>

2. Set up local stiffness matrix:
Evaluate Navier’s eqs., weight with $|J|\omega$, insert into rows of local stiffness matrix:

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2(p + 1)$</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>$12(p + 1)^2$</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>$24(p + 1)^3$</td>
<td>-</td>
</tr>
</tbody>
</table>

Evaluate from right to left: $S = DB |J|\omega$
($B = B$-matrix, $D =$ elasticity matrix, $|J| =$ Jacobian, $\omega =$ Gauss weight)

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>- $(p + 1)$</td>
<td>$(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>- $10(p + 1)^2$</td>
<td>$10(p + 1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>- $24(p + 1)^3$</td>
<td>$24(p + 1)^3$</td>
</tr>
</tbody>
</table>

Evaluate from right to left: $B^T S$

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>$0.5(p + 1)^2 + 0.5(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>$6(p + 1)^4 + 3(p + 1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>$22.5(p + 1)^6 + 7.5(p + 1)^3$</td>
</tr>
</tbody>
</table>

4. Add to local stiffness matrix:
Multiply components of $S$ by corresponding component of $n$, add to matrix ($j =$surface multiplicity):

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>- $(p + 1)$</td>
<td>$0.5(p + 1)^2 + 0.5(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>- $j \cdot 8(p + 1)^2$</td>
<td>$2(p + 1)^4 + (p + 1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>- $j \cdot 18(p + 1)^3$</td>
<td>$4.5(p + 1)^6 + 1.5(p + 1)^3$</td>
</tr>
</tbody>
</table>

**Total operations:**

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$10(p + 1) + 2$</td>
<td>$2(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$41(p + 1)^2 + 16(p + 1) + 37$</td>
<td>$10(p + 1)^2 + j \cdot 8(p + 1)^2$</td>
</tr>
<tr>
<td>3</td>
<td>$123(p + 1)^3 + 21(p + 1)^2 + 36(p + 1) + 223$</td>
<td>$24(p + 1)^3 + j \cdot 18(p + 1)^3$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>$(p + 1)^2 + 5(p + 1)$</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>$8(p + 1)^4 + 30(p + 1)^2 + 4$</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>$27(p + 1)^6 + 71(p + 1)^3 + 20$</td>
</tr>
</tbody>
</table>
Appendix A.3. Flops per quadrature point to evaluate the local residual vector in elastodynamics

<table>
<thead>
<tr>
<th>$d$</th>
<th>$hp$-collocation</th>
<th>$hp$-FEA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Domain integral</td>
<td>Surface integral</td>
</tr>
</tbody>
</table>

Assume that the Jacobian and the Hessian matrices in $hp$-collocation and the Jacobian matrix in $hp$-FEA are precomputed at each quadrature point.

1. Compute first/second derivatives of $u$ w.r.t. local coordinates, matrix of squared 1st derivatives:

| 1 | 4($p + 1$) + 1 |
| 2 | 6($p + 1$)$^2$ + 16($p + 1$) + 13 |
| 3 | 27($p + 1$)$^2$ + 36($p + 1$) + 63 |

1. Form tensor product basis functions:

| 1 | 3($p + 1$)$^2$ |
| 2 | 8($p + 1$)$^3$ |

2. Solve two systems of equations to compute 1st/2nd derivatives of $u$ w.r.t. global coordinates:

| 1 | 1 + 3 = 4 |
| 2 | 14 + 64 = 78 |
| 3 | 52 + 401 = 453 |

2. Solve for 1st derivatives w.r.t. global coordinates:

| 1 | ($p + 1$) |
| 2 | 5($p + 1$)$^2$ + 4 |
| 3 | 12($p + 1$)$^3$ + 20 |

3. Evaluate external force

Evaluate $f |J| \omega$ and insert into element residual: $(f$=force vector, $|J|=$Jacobian, $\omega=$Gauss weight)

| 1 | 3 |
| 2 | 6 |
| 3 | 9 |

| 1 | 2($p + 1$) + 2 |
| 2 | 4($p + 1$)$^2$ + 3 |
| 3 | 6($p + 1$)$^3$ + 4 |

3. Evaluate internal force

Weighted Navier’s eqs. with second derivatives of $u$, insert into element residual:

Evaluate flux $D \varepsilon \cdot n |J| \omega$ $(\varepsilon$=strain matrix filled by first derivatives of $u$), add to element residual: $(j=$surface multiplicity)

| 1 | 2 |
| 2 | 12 |
| 3 | 24 |

| 1 | ($p + 1$) + 2 |
| 2 | 18($p + 1$)$^2$ + 8 |
| 3 | 39($p + 1$)$^3$ + 19 |

continued on next page
4. Evaluate inertial force

|   |   | Evaluate right to left: \( \mathbf{H}^T \mathbf{H} \mathbf{k} \cdot \rho | J | \omega \)  
|---|---|---|
|   |   | (\( \mathbf{k} \) = local acceler. vector), add to element residual  
| 1 | - | 5(p + 1) + 2  
| 2 | - | 10(p + 1)^2 + 2  
| 3 | - | 15(p + 1)^3 + 2  

**Total operations:**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(4(p + 1) + 10)</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>(6(p + 1)^2 + 16(p + 1) + 115)</td>
<td>(7 + j \cdot 8)</td>
</tr>
<tr>
<td>3</td>
<td>(27(p + 1)^2 + 36(p + 1) + 549)</td>
<td>(18 + j \cdot 18)</td>
</tr>
</tbody>
</table>
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