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A multipoint flux mixed finite element method on distorted
quadrilaterals and hexahedra

Mary Wheeler * Guangri Xue | Ivan Yotov *

Abstract

In this paper, we develop a new mixed finite element method for elliptic problems on
general quadrilateral and hexahedral grids that reduces to a cell-centered finite difference
scheme. A special non-symmetric quadrature rule is employed that yields a positive
definite cell-centered system for the pressure by eliminating local velocities. The method
is shown to be accurate on highly distorted rough quadrilateral and hexahedral grids,
including hexahedra with non-planar faces. Theoretical and numerical results indicate
first-order convergence for the pressure and face fluxes.

Keywords: mixed finite element, multipoint flux approximation, cell-centered finite
difference, mimetic finite difference, full tensor coefficient, quadrilaterals, hexahedra.

1 Introduction

Single phase incompressible flow in porous media is governed by coupled Darcy’s law and
continuity equation:

u=—-KVp, (1.1)
V-ou=f, (1.2)

where p is the pressure, u is the velocity, K represents the rock permeability divided by
fluid kinematic viscosity, and f is the source term. In [44, 28], a special mixed finite ele-
ment (MFE) method called the multipoint flux mixed finite element (MFMFE) has been
developed for elliptic problems (1.1)—(1.2). This method reduces to a cell-centered finite
difference scheme for the scalar variable and is accurate for discontinuous full tensor coef-
ficients on h2-perturbed parallelograms, simplicial grids, and h%-perturbed parallelepipeds.
The goal of this paper is to develop a new MFMFE method that is accurate on general
quadrilaterals and hexahedra such as shown in Fig. 1.
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Figure 1: General hexahedral mesh for a geological computational domain with layers and
faults

MFE methods [36, 40, 35, 12, 11, 17, 19] are widely used to discretize this coupled
system, as they provide accurate and locally mass conservative velocities and can accurately
treat discontinuous full tensor coefficients. A standard formulation of MFE yields a saddle
point system and requires solving pressure and velocity simultaneously. Another approach,
the hybrid MFE formulation [9, 13], reduces the discrete problem to a symmetric positive
definite system for the pressure Lagrange multipliers on element faces. In addition, efficient
formulations that reduce to cell-centered pressure schemes have also been developed. These
apply appropriate MFE spaces and numerical quadrature rules for the velocity mass term.
Examples include [37, 42] for diagonal permeability on rectangular grids based on the lowest
order Raviart-Thomas MFE method [36] and the expanded mixed finite element (EMFE)
method for smooth full tensor permeability on rectangular and cuboid grids [5] and smooth
curvilinear grids [4]. In the case of discontinuous permeability, EMFE loses accuracy unless
the pressure Lagrange multipliers are introduced along discontinuous interfaces [4]. The
MFMFE method [44, 28] has been designed to be a cell-centered pressure scheme that is
accurate for both smooth and discontinuous full tensor permeability, but unfortunately it
is not accurate on general hexahedral grids.

The velocity finite element spaces in the above mentioned MFE methods on quadrilateral
and hexahedral meshes are defined via a mapping from the reference rectangle or cube using
the Piola transformation [40, 33]. This transformation preserves normal components of
vectors and leads to continuous normal flux approximations on the physical grid. Optimal
order velocity convergence in the L?-norm on quadrilaterals has been established for the
Raviart-Thomas (RT) spaces [36, 40] in [40, 41, 8]. However, approximation accuracy for
the divergence of the velocity as well as for the L?-norm of the velocity in other MFE
spaces may be reduced due to failure of the classical scaling arguments [8]. On hexahedra,
the deterioration of accuracy is even more severe due the fact that the constant vector is
not contained in the velocity space [34, 38]. Optimal approximation and superconvergence
properties in some MFE methods can be obtained under a grid restrictions to h2-perturbed



parallelograms or parallelepipeds [22, 44, 28]. Efforts have been made to define accurate
MFE methods on highly distorted elements; proposed developments include [39, 7, 8, 24]
where new families of quadrilateral finite element spaces and lowest order hexahedral finite
element spaces are obtained by enriching the classical Raviart-Thomas finite element spaces.
Other approaches employ composite-element techniques, see [31, 38]. All of these methods
require solving saddle point problems in their standard forms.

The multipoint flux approximation (MPFA) method [1, 2, 21, 20] has gained signifi-
cant popularity since it combines the advantages of the above mentioned methods: it is
accurate for rough grids and rough full tensor coefficients, and reduces to a cell-centered
pressure scheme. The method was first developed as a non-variational finite volume method.
However, the convergence analysis was done by formulating it as a MFE method with ap-
propriate finite element spaces and numerical quadrature rules. Motivated by the MPFA
method, the MFMFE method was defined in [44] using the lowest order Brezzi-Douglas-
Marini (BDMj;) finite element spaces and applying a special symmetric quadrature rule
for the local velocity elimination. In [28], this scheme was extended to hexahedral ele-
ments by introduction of finite element spaces based on enhanced BDDF; spaces. These
methods were shown to be accurate on h?-perturbed parallelograms and h?-perturbed par-
allelepipeds. Similar approaches have been developed on simplicial elements in [14] and on
quadrilaterals in [29, 30], using a broken Raviart-Thomas space. The method in [30] uses
a non-symmetric quadrature rule and it is first order accurate on general quadrilaterals. It
is shown to be equivalent to the physical space MPFA method [1].

In this paper we develop a new non-symmetric MEMFE method that is first order ac-
curate on general quadrilaterals and hexahedra. As in the symmetric MEMFE method
[44, 28, 43], we employ the lowest order BDM; or enhanced BDDF; spaces. A non-
symmetric quadrature rule is introduced for the velocity mass matrix that allows for local
velocity elimination and reduces the method to a cell-centered pressure system. Unlike
its symmetric variant, the quadrature rule satisfies certain critical properties on the phys-
ical elements, which are key ingredients in the analysis. The method is equivalent to the
symmetric MEMFE method on cuboids and rectangles.

The quadrature rule is similar to the one proposed in [30] for quadrilateral grids. How-
ever, the analysis in [30] does not extend to three dimensions, as it relies on the approx-
imation property of the RT( velocity space, which is lost on general hexahedral elements.
Motivated by the fact that the Piola transformation provides accurate interpolation of nor-
mal velocities on faces of physical elements, we employ techniques from the analysis of
mimetic finite difference (MFD) methods [15, 32]. We prove first order convergence for the
pressure and the normal velocity on the element faces. Our analysis applies to hexahedra
with non-planar faces and it is confirmed by the numerical experiments. A key property
is that the Piola image of a constant vector on a physical element has a linear normal
component in the reference element, which belongs to the BDDF; space. This allows us
to establish first order approximation of the BDDF; interpolant in a face-based L?-norm.
We note that such property does not hold for the RT( interpolant, which have a constant
normal component on the reference element. We also note that existing methods with pres-
sure and velocity degrees of freedom similar to our method, such as MFD methods [15],
composite RTy methods [31, 38], or finite volume methods [23], are limited to planar faces
or require extra tangential velocity degrees of freedom to handle non-planar faces [16].



The rest of the paper is organized as follows. In Section 2, the non-symmetric MEMFE
method is developed. In Sections 3 and 4, the error analysis for the velocity and pres-
sure, respectively, is presented. In Section 5, numerical examples demonstrate the superior
convergence properties of the non-symmetric MEMFE method compared to the symmetric
MFMFE method [44, 28]. Conclusions are given in Section 6.

Throughout the paper we use the notation X < (2) Y to denote that there exists a
constant C, independent of the mesh size h, such that X < (>) C'Y. The notation X =Y
means that both X <Y and X 2 Y hold.

For a domain G C R%, the L?(G) inner product and norm for scalar and vector valued
functions are denoted (-,-)¢ and | - ||@, respectively. The norms and seminorms of the
Sobolev spaces W*P(G), k € R, p > 0 are denoted by || - ||k and | - |k, respectively.
The norms and seminorms of the Hilbert spaces H*(G) are denoted by || - |r.c and | - [k,
respectively. We omit GG in the subscript if G = Q2. For a section of the domain, subdomain,
or element boundary S € R4"! we write (-,-)g and || - ||s for the L?(S) inner product (or
duality pairing) and norm, respectively. For a tensor-valued function M, let ||M|y o =
max; j || Mij||lk,0o- Furthermore, let

H(div; G) = {v e (LX(G)?: V. -ve L2(G)} ,
Vllaive = (V1% + |V - v]Z)"°.

2 Definition of the method

We consider the system (1.1)-(1.2) in a domain  C R?, d = 2,3 with Lipschitz continuous
boundary. For simplicity we assume homogeneous Dirichlet boundary conditions

p=0 on 08,

although more general boundary conditions can also be treated. We assume that K is a
symmetric and uniformly positive definite tensor with L>°(€2) components satisfying, for
some 0 < ky < k1 < 00,

kotTe < eTK(x)¢ < k&€, vx € Q, and V€ € R (2.1)

2.1 Finite element mappings

Let 7;, be a conforming, shape-regular, quasi-uniform partition of € [18]. The elements
considered are quadrilaterals and hexahedra in two and three dimensions, respectively. We
assume that for any F € 7}, there exists a bilinear (trilinear in 3D) bijection mapping
Fp: E — E, where E is the reference square (cube). Denote the Jacobian matrix by DFg
and let Jp = |det(DFg)|. Denote the inverse mapping by Fp ! its Jacobian matrix by
DF;', and let Jpo1 = |det(DF;')|. We have that

1
DF;'(x) = (DFp) (% 1 (x) = :
E (X) ( E') (X)7 JFEI(X) JE(&)
In the case of hexahedra, E is the unit cube with vertices £; = (0,0,0)7, 5 = (1,0,0)7,
5 =(1,1,0)7, 84 = (0,1,0)7, #5 = (0,0, )7, #6 = (1,0, )", #7 = (1,1, 1)7, #5 = (0,1,1)".



Figure 2: Trilinear hexahedral mapping.

Denote by r; = (xi,y,-,z,-)T,i =1,...,8, the eight corresponding vertices of element E as
shown in Fig. 2. We note that the element can have non-planar faces. The outward unit
normal vectors to the faces of E¥ and E are denoted by n; and n;, i = 1,...,6, respectively.

In this case Fj is a trilinear mapping given for X = (&,, 2) € F by

Fi(%) = 11(1 — #)(1 = §)(1 = 2) + 181 — §)(1 — £) + rgg(1 - )
+r(1—-2)9(1—2)+rs(1—2)(1 —9)z2 + rez(1 — 9)2
+ 17292 + (1 — )92 (2.2)
=11 +r0Z+ryuy+r512+ (rsg —re1)2y + (res — ro1)a2
+ (rgs — ra1)y2 + (ro1 — T34 — re5 + rog) Y2,

where r;; = r; —r;. It is easy to see that each component of DFg is a bilinear function of
two space variables:

DFg(x)
= [ro1 + (r34 — r21)y + (re5 — r21)
ry + (r3q —ro1)d + (rss — ra1)
( &4 (rgs —ra1)y

+ (rg1 — 134 — res + r78)92,
+ (ro1 — r3q — res + r7g)iz,
+

(ro1 — 134 — res + r78)2Y).

(2.3)

z
z
r51 + (res — ra1)

In the case of quadrilaterals, F is the unit square with vertices 1 = (0, O)T, ro = (1, O)T,
t3 = (1,7, #4 = (0,1)”. Let r;;i = 1,...,4, be the corresponding vertices of E. The
bilinear mapping of quadrilaterals has the form, for x(z,9) € E,

FE()A() = I’1(1 — 1’2)(1 - @) + 1'2(2(1 — :&) + rgi'@ + I’4(1 — 1’2)@

=11+ (ro —r)T + (r4 — )7 + (r3 + 11 —r9 —I14)2Y. 24

The Jacobian matrix and its determinant are
DFp(x)=[ro—r1+ (r3s+r; —ro —14)y, vy — 11 + (r3 + 11 — T2 — r4)7, (2.5)
Jg =2[Th| + 2(|T2] — [T1))2 + 2(|T4| — |T1 )9, (2.6)

where |T;| is the area of the triangle formed by the two edges sharing r;.



Using the above mapping definitions and the classical formula, for scalar ¢(x) = ¢(X),
V¢ = (DF )TV(b, it is easy to see that, for any face or edge e¢; C F,

1
n; = J—JE(DFgl)TﬁZ-, Je; = |Je(DF 5" i |pa, (2.7)
€
where | - |ga is the Euclidean norm in R%. Also, the shape regularity and quasiuniformity of
the grids imply that, for all & € 7Tp,
IDFE g 0,22 < B IDFg 0,00, S B

. (2.8)
Welosz =% I pillosos ~ b

2.2 Mixed finite element spaces

Let V(E) and W(FE) be the finite element spaces on the reference element E. For conve-
nience, we use the same notation in two and three dimensions.

On the reference square, let V(E) x W(E) be the lowest order BDM; finite element
space [12]:

V(E) = (P(E))? +r curl(22)) + s curl(29?), (2.9)
W(E) = Py(E), .

where 7 and s are real constants and (P)? denotes the space of d-dimensional polynomials
of degree < k. In the case of the unit cube, the space is defined by the enhanced BDDF;
space [28]:

V(E) = BDDF (E) + rycurl(0,0,222)7 + rzcurl(0,0, #%42)7
+ sgcurl(29%,0,0)7 + szcurl(29%2,0,0)" (2.10)
+t20ur1(0,yz ,O) —i—tgcurl(O,xyz ,0) , '
W(E) = Ro(E),
where the BDDF; velocity spaces on the unit cube [11] is defined as
BDDF,(E) = (Py(E))? + rocurl(0,0, £92)" + ricurl(0,0, #5%)

+ speurl (22, 0,0)T + sycur (Q732,O,0)T (2.11)

+ tocurl (0, 292, 0)T + tycurl(0, %2, 0)T.
Here 74, s;,t;, (i = 0,...,3) are real constants. Note that in both cases

v V(E) = W)

and that for all v € V(E) and for any face (or edge) é of E,

Vv -1 € Pi(é) on the unit square, Vv -1ng € Q1(é) on the unit cube,

where Q1 is the space of bilinear functions. The degrees of freedom of V(E) are chosen to
be the values of v - iz at the corners of é for all faces (or edges) of E.



The spaces V(E) and W (FE) on any physical element E € 7} are defined via the Piola
transformation:

1
Ve Vv =—DFgvoFy! (2.12)
JE
and the standard scalar transformation
w s w=1wo Fyl. (2.13)

Under these transformations, the normal components of the velocity vectors on the faces
(edges) are preserved [13]:

(V-v,w)g = (V- v, W)p and (v -ne,w)e = (V- Ng, )e. (2.14)

In addition, (2.7) implies that

Vo= Voo Frl(x), (2.15)
and (2.14) implies that
1 .
V.v= (J—EV-\7> o Ft(x). (2.16)

Clearly, for v € V(E), V -v # constant since Jg is not constant on quadrilaterals or

hexahedra. Furthermore, while J. = |e| = constant on quadrilaterals, this is not true on

hexahedra. As a result v -n. € P;(e) on quadrilaterals, but v - n. ¢ Q1(e) on hexahedra.
The finite element spaces V}, and W), are given by

Vh:{VEV2 v|p v, ve V(E), VEE'Th},
- (2.17)
Wh:{wEW: wlp o W, e W(E), VEeTh},

where

V = H(div; Q) = {v e (L)) V - ve L2(Q)} . W= L(Q).

Recall the projection operator in the space V. The operator I : (H'(E))? — V(E) is
defined locally on each element by

(11§ — &) - he, q1)e = 0, Ve C OF, (2.18)

where §; € Py(é) for the case of the unit square E, and ¢ € Q1(é) for the case of the unit
cube E. The global operator I : V N (H'(2))? — V), on each element E is defined by the
Piola transformation: - -

lIq < Iq, Ilq=1II4. (2.19)
Furthermore, (2.15) and (2.18) imply that IIq - n is continuous across element interfaces,
which gives IIq € V,, and (2.16) implies that

(V- (Ilq — q),w) =0, Ywe W, (2.20)



In the analysis, we will require a similar projection operator onto the lowest order
Raviart-Thomas velocity space [36, 35]. The RTj spaces are defined on the unit cube as

o ay + (i o X
VEE) = aa+ 5y |, WHE) = PR(E), (2.21)
as + [32
and on the unit square as
VA(E) = a1+ﬁlﬂ?>, WA(E) = Py(E). 2.22
&)= (i () = Ro(2) (2.2

Here o; and ; (i = 1,2,3) are real constants. In both cases, V - VE(E) = WE(E) and
v -1y € Py(é). The degrees of freedom of VI(E) are chosen to be the values of ¥ - fig at the
midpoints of all faces (or edges) of E. The projection operator g : (H'(E))% — Vg(E)
satisfies R R )

(IIrG@ — @) - fe, Go)e =0, Ve COE, Vo € Py(E). (2.23)
The spaces VE and WF on 7j, and the projection operator Il : (H*(2)) — V# are defined
similarly to the case of V};, and W),. By definition, we have

vEcwvy, Wk =w,,. (2.24)
The projection operator Il satisfies
(V- (llgq —q),w) =0, Ywe Wk, (2.25)
and
V.-v=V_ Igv, VveV, (2.26)

It has been shown in [41, 8, 28] that on general quadrilaterals and h?-perturbed paral-
lelepipeds,
la — Hal| + [la — ral = O(h).
However, on general hexahedra, it only holds that [34, 38, 24]
la — Hal| + [la — gl = O(1).

Due to the above property, the analysis in [30] of the non-symmetric MPFA method on
quadrilaterals does not extend to hexahedra.
Let @ be the L?(E)-orthogonal projection onto W (E), satisfying for any ¢ € L?(E),

(p—Q¢,w), =0, Ve W(E).
Let Qp : L?(2) — W}, be the projection operator satisfying for any ¢ € L?(2),
Qnp = Q(ﬁ th?1 on all E.
It is easy to see that, due to (2.14),
(p— Opp,V-v)=0, VveVy, (2.27)
Using a scaling argument and the Bramble-Hilbert lemma [18], it can be shown that

o — Qnell S hlelr. (2.28)



2.3 Quadrature rule

The integration for the velocity mass matrix on any element E is performed by mapping
to the reference element F and applying quadrature rule defined on E. Using (2.17) and
(2.12), we map the physical integral to the reference one; namely for all q,v € V},, we have

1 o
(K~q,v)5 = (EDF]%K (Fp(%)) D4, § );(MEq,v)E,
E
where 1
Mg = J—DFEIK (Fp(x))DFg. (2.29)
FE

Define a constant matrix K g such that F% is the mean value of K% on E, where fg and
K" denote the elements on the i-th row and j-th column of matrix K and K respectively.
Let 1 B2 denote the center of mass of . Replacing DFg and K by the constant matrices

DFE(z, 7) and K g respectively, we define
— 1 T /a —1
E k)

In addition, we use (-, -) 0.5 to denote the trapezoidal rule on E:

(@ )0 = 51 D a(r) - ¥(2), (231)

where r; are the vertices of element F defined in Section 2.1.
The quadrature rule on an element £ is defined as

(K~ 'q,v)g,p = (Mpa,v) |E| ZME ) - V(). (2.32)

Mapping back to the physical element E, we have the quadrature rule on E:

(K q, )QE_2dZJE )(DFg )T (r:) DFE (8, ) K g a(ri) - v(r:). (2.33)
i=1

This is related to a non-symmetric inner product used in mimetic finite difference methods

[27, 32]. Note that this trapezoidal rule for the modified integrand induces a non-symmetric

quadrature rule unless the Jacobian matrix DFg is constant. A similar quadrature rule on

quadrilateral elements was introduced in [30], where the mean value of K~ was used.
The global quadrature rule on €2 is defined as

(K 'q,v)g= Y (K 'q,v)qz

E€T,
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Figure 3: Degrees of freedom and basis functions for the enhanced BDDF; velocity space
on hexahedra.

Remark 2.1. The quadrature rule (2.33) becomes symmetric on parallelograms and par-
allelepipeds. In such cases the method is equivalent to the symmetric MFMFE method
introduced in [44, 28] when the permeability is an element by element piecewise constant
tensor.

Next we discuss a property of the quadrature rule that leads to a cell-centered pressure
scheme. The corner vector q(f;) is uniquely determined by its normal components to the
faces that share the vertex. Since we chose the velocity degrees of freedom as the normal
components to the face (edge) at each corner r;, the corner vector q(r;) can be uniquely
expressed in terms of the degrees of freedom that share the vertex r;. More precisely,

d
q(t;) = Z q - ng;(F;)n;,
=1

where n;;, j =1,...,d, are the outward unit normal vectors to the faces (or edges) sharing
r;, and q - n;;(r;) are the velocity degrees of freedom associated with this corner. More
precisely, the first index ¢ denotes the node and the second index j denotes the direction.
Denote the basis functions associated with r; by v;;,7 = 1,...,d, see Fig. 3:

The quadrature rule (2.32) couples only the d basis functions associated with a corner. For
example, on the unit cube,

—~ N lel f, — X Mvzl f'
(MEvllavll)Q E — ﬂ, (MEV117V12)Q 5 = ﬂ’
| MBL(3 ’ i (2.34)
— . I' . A
(Mpvi1,V13)p = %, and (MgV11,Vij)g 5 =0,

where 1 £ 1,7 =1,2,3.
The following are some properties of the quadrature rule that are key ingredients in the
velocity error analysis.

Lemma 2.1 ([44, 28]). For any v € V(E) and constant vector qo on E, the numerical
quadrature rule satisfies

~

(v — gV, d0)g 5 = 0. (2.35)

10



Lemma 2.2. For any constant vector qg on E and v € Vi (E),
(K 'qp, v —gv)g,r = 0. (2.36)
Proof. By the definition (2.32) of the quadrature rule and the Piola transformation (2.12),

(K~ qo,v —gv)g.r = (Mgdo, v — ﬂRV)Q,E

1 P _ PN
= <J—DF§(rcE)KE DFgJpDFg qo, v — HRV> B (2.37)
E Q?E
A ——1 A A
~ (DFE (¢, ) K5 a0, ¥~ Tg¥) =0,
’ Q?E
where we have used (2.35) in the last equality. O

Lemma 2.3. For any constant vector qy on E and v € RTO(E),

(DFE(IA‘QE)\A’,qQ)E = (DFE{’, qo)E. (238)
Proof. Since the proofs in two and three dimensions are very similar, we give only the
proof for the 3D case. Let v = [01(%),02(9),03(2)]7, £, 5 = (¢, G, 2c), and DFp =
(€1(9,2),&2(2,2), €3(2, 9)], . We have

(DFEv,qo) 5 2)&1(9, 2) - qo didydz

m\

(2.39)
n / 0(0)62(2.2) - an didid + [ 0a(2)€(0,9) - o dididz
E E

Since the midpoint quadrature rule is exact for bilinear functions on a square, the first term
in the right in (2.39) can be written as

1 1 g1
[ @102 v dsdgaz = [ on@ts [ [ 6100.2)- avdiaz
E 0 0o Jo
1 1,1
= [a@ai [ [ &z avdid = [ 0@ 20 - avdididz
0 0o Jo E
Similar identities hold for the other terms on the right in (2.39). O
Lemma 2.4. For any constant vector qy on E and v € RTy(F),
_ —-1
(K qu,V)Q7E = (KE qQ,V)E. (2.40)
Proof. The proof is similar to the proof of Lemma 3.1 in [30]. By the definition (2.32) of
the quadrature rule and the Piola transformation (2.12),
1 1 T/~ -1 A A
(K qo,v)QE = J_DFE(I'CE)KE DFEqQ,V
E ’ Q.F
=1 =1 .
= (DFE(, oK a0 9) = (DFEG, K5 0. ¥) (241)

—-1 AN —-1 R —-1
= <KE q07DFE(rC,E‘)V>E = (KE quDFEV>E = (KE q07V)E7

where we have used the fact that trapezoidal rule is exact for bilinear (trilinear) functions
on E, and (2.38). O
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2.4 The multipoint flux mixed finite element method
The method is defined as follows: find u, € V, and p;, € W}, such that

(K_luh,V)Q — (pn, V-v) =0, Vv eV, (2.42)
(V-up,w) = (f,w), Yw € Wy (2.43)

Following the terminology from [44, 28], we call the method (2.42)—(2.43) a non-symmetric
multipoint flux mixed finite element (MFMFE) method, due to its relation to the MPFA
method and the non-symmetric quadrature rule (2.33).

For the solvability of this system, we require the bilinear form (-, -)g to be coercive. This
holds if the matrix M, associated with (-,-)g is positive definite, see (3.27) in Section 3.2.

Lemma 2.5. If (3.27) holds, then the method (2.42)—(2.43) has a unique solution.

Proof. It is sufficient to show the uniqueness since (2.42)-(2.43) is a finite-dimensional
square linear system. We let f = 0 and choose v = u; and w = pj to conclude that
(K~ 'ap,up)0.0, = 0. Since (3.27) holds, the norm equivalence (3.28) implies that u;, = 0.
For py, € W), C L%*(Q), there exists q € (H'(Q))? such that V - q = p, [26, 25]. Taking
v = IIq in (2.42) and using (2.20) implies that p;, = 0. O

2.5 Reduction to a cell-centered stencil

In this section we describe how the multipoint flux mixed finite element method reduces to a
system for the pressure at the cell centers. Consider any interior vertex r. that is shared by k
elements F1, ..., Ey; see Fig. 4 for a two-dimensional example of five quadrilaterals sharing a
vertex. Denote the faces that share the vertex by eq,..., e, and the corresponding velocity
basis functions associated with the vertex by vi,...,vy. Let the normal components of uy
on the edges be denoted by uq,...,u;. Note that for clarity the normal velocities in Fig. 4
are drawn at a distance from the vertex.

Recall that the quadrature rule (K~ 1! ‘)@ decouples the basis functions that do not
share a vertex (see (2.34)). Setting vy in (2.42) leads to coupling of uy only with us and
us. Similarly, us is coupled only with uy and ug, etc. Thus, the five equations obtained by
taking v = vy,..., vy form a linear system for wuq, ..., us.

We derive the local linear system for the example in Fig. 4. Taking v = v3 in (2.42)
gives

(K_luh,V;J,)Q = (K_luh,V3)Q7E3 + (K_luh,V3)Q,E4. (2.44)

By applying the quadrature rule (2.32), we have
(K", vs)g.e, = (Mpi, Vs)g g
= up(Mpvs, V3)o.p T us(Mpvs, V3)o B (2.45)
= i (ﬂ}f!@\uz + /\7}31163\%3) les],

where we have used (2.15) in the last equality. Similarly, the second term on the right of
(2.45) can be written as

(Mv}31|e|3u3 + M}Eg e|4u4> les]. (2.46)

| =

(K~ "ap, vs)g,p, =
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Figure 4: Five quadrilaterals sharing a vertex and associated degrees of freedom.

For the second term on the left of (2.42), we write
(Pns V- v3) = (pn, V - v3) gy + (p1, V- V3) B,
= (Phs V3 " NEy)es + (Dhy V3 - DR, ey (2.47)
o A 1
= (Pn, V3 - Dpy)es + (Pn, V3 - Npy)es = 5(293 — pa)les|.

In the last equality we used the fact that trapezoidal rule is exact for the integrals on és
since pj, is constant and Vs - i is linear (or bilinear for 3D elements). The above results
gives the equation associated with test function vg as:

1~ 1~ 1~ 1~
5/\4}523\62’”2 + <§M}313 + 5/\4}314) leslus + 5/\4}324’64\?14 = p3 — pa.

Similarly we derive the other four equations of the local system and write the system as

(1 2p1 — 2po

- U2 2p2 — 2p3
AMCA us =A 2p3 — 2p4 s (2.48)

on 2ps — 2ps

us 2ps — 2py

where A = diag(|el|, |€2|, |€3|, |€4|, |€5|) and

MC
MM M2 N My
M MBAME MY N
= Mg, M+ MY, M _
_ Mg, MESTME M
M2 M2 MY+ MY
(2.49)
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Let M, = AMCA. On general quadrilateral and hexahedral elements, M, is not symmetric
unless the meshes are parallelograms and parallelepipeds. The stability condition (3.27)
ensures the solvability of this local system. Let M be the matrix induced by the bilinear
form (K1, -)g. Clearly M is block-diagonal with each block M. associated with a corner
point c. The size of M. is n. X n., where n,. is the number of faces (or edges in 2D) that share
the vertex point ¢. The solution of the local n. x n. linear system allows for the velocities
u;, it =1,...,n. to be expressed in term of the pressure degrees of freedom p;,7 =1,... N,
at the cell centers, where N, is the number of elements that share the vertex c¢. Then,
substituting these expressions into to the discrete mass conservation equation (2.43) gives a
cell-centered stencil for the pressures. The pressure in each element F is coupled only with
the pressures in elements that share a vertex with E. This gives a 9-point or a 27-point
stencil on logically rectangular or cuboid grids, respectively.

3 Convergence of the velocity

In the error analysis, we will make use of the following auxiliary lemmas on general quadri-
lateral and hexahedral elements.

3.1 Auxiliary results

Lemma 3.1 ([28]). For any element E € Ty,
lallyz £ h M alj-1e, §=1,2, Ya € Vi(E). (3.1)

The following are bounds on the Jacobian matrix terms that appear in he Piola trans-
formation (2.12).

Lemma 3.2. For a general quadrilateral and hexahedral element E € Ty,

1
EDFE 5 hl_d, (32)

0,00,F
|JeDFg'; o5 SETY G=0,1 (3.3)

Proof. The proof for general hexahedra can be found in [28]. The proof for general quadri-
laterals is similar. O

Remark 3.1. Better bounds can be obtained under a certain restriction on the element
geometry. A quadrilateral in 2D or a hexahedral face in 8D with vertices r1, ra, r3, and ry
(numbered counter clockwise) is called an h?-parallelogram if

‘1‘34 — I‘gl‘Rd 5 h2.

A hexahedron is called an h®-parallelepiped when all of its faces are h®-parallelograms.
For h?-parallelograms and h?-parallelepipeds, one order higher estimate holds for the one-
seminorm; namely, |JgDF5'|, 5 < he (see [44, 28]), as compared to (3.3) for general

quadrilateral and hexahedral elements.

14



Lemma 3.3. For any element E € T},
lallz = h~ 2 alle, Va e (LA(E)), (3.4)

aly 5 S (P alle + P ale), Va e (H(E))” (3.5)

Proof. Let q(X) = qo F((x). By the standard scaling argument [18] and the shape regularity
of mesh,

al, 5~ #~lalj e, §=0,1. (3.6)

The definition of the Piola transformation (2.12) implies,
4(x) = JgDF;'§(%). (3.7)
Then, by (3.3) and (3.6),
lallp < 1TeDFg" g 0 pldll s S B0 lldlle = A2 |a] 5. (3.8)
Similarly, using (3.2), one can show
lallz < B2l - (3.9)
Next, using (3.7), (3.3), and (3.6), we get

lal, 5 S [JeDFg', o pllall g + 1TeDFg o plal o
S gl g + RTTR2 gl e (3.10)
= K2 |q| g + W |qy .

Lemma 3.4. The following trace inequality holds:
v -nllog =~ b 2|v||g Vv eV, (3.11)

Proof. First, note that (2.8) implies that J. = h?~1. Now, (3.11) follows from (2.15), the
norm equivalence on the reference element F, ||V - 1|,z = [[V] z, and the scaling estimate
(3.4). O

Lemma 3.5. The following hold for all q € (H(E))%:
IMralle + [Hallz < llallz + hlah,.z, (3.12)
IV-Trallz+ V- -dllz S IV - a2 (3.13)

Proof. We present the proof for IIg. The proof for II is similar. First, note that

gl < llallz + 1ra —dllz < lalls + lal; 5 < lally g (3.14)
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where we have used the Bramble-Hilbert lemma in the second inequality. Now, using (3.4),
we have

Mgallz S B2kl 5 < A2 a]e

_ _ (3.15)
<R g g + kY d)y ) = |ldlle + RlalE,

using (3.5) in the last inequality. This gives (3.12). To show (3.13) we write, using (2.16)
and (2.8),

—d/2 & N —d/2 & N
IV - Tgalls S b2V - Tlrdll 5 < B2V -dll 5 S IV - alls,

where we have used that V - ﬂRq is the L2(E)—projection of V- 4. This completes the proof
of (3.13). O

The next lemmas establish important properties of the Piola transformation acting on
constant (in 3D) and linear (in 2D) vectors in a physical element.

Lemma 3.6. In the case of hexahedra, for any constant vector qy on E,
Ve C OF, IIqp-n.=qp-ne. (3.16)

Proof. The Piola transformation gives qo = Jp DIy 'qo with JgDF' 7 - C’g, where Cg is
the cofactor matrix of DF'g. Then

do - he = Chqo - e = Ch; - qo.
It is easy to check by direct computation that
Cp = [e1,¢a,¢3], 1 € (Pr11(E))%, c2 € (PLoa(E))’, c3 € (Pria(E))?,

where Py, a,.05 15 the space of tensor-product polynomials of degree at most «; in variable
x;, i = 1,2,3. A closer inspection shows that Cghe € Pi(é)%. For example on the face
(z = 0) of the reference element F, it is easy to calculate using (2.3)

(c2 + g22)(d3 + g39) — (d2 + 929)(c3 + g32)
Cphe = — | (di 4+ q19)(c3 + g32) — (c1 + 12)(d3 + g39) | »
(c1 4+ g12)(d2 + g29) — (di + 919)(c2 + 922)

where the constant vectors are [c1 ca ¢3]7 = 141, [d1 d2 d3]T = r51, and [g1 g2 g3]7 = rgs—Ta1.
This gives Cgng - qg € Pl(é)l implying that qp - ng € P1(é) C V(E) - ng.
Now, (2.18) implies that I1qo-ns = qo-ne and the proof is completed by using (2.15). O

Lemma 3.7. In the case of quadrilaterals, for any linear vector q1 on F,

Ve C OFE, Ilqi-n.=qj-ne. (3.17)
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Proof. Let q; = JEDFE_lql. Due to (2.15), it is enough to show on any edge é,

¢ - he = &1 - Ae. (3.18)
Let q; = [a1 + b1z + 1y as + b + coy]” and the constant normal vector n, = [dy da]”.
By (2.15)
2
- he = lela - ne = e Y (a; + bw + ciy)d;. (3.19)
i=1
Then by (2.4), we have q; - ng € Pi(é). Now, (2.18) implies (3.18). O

Remark 3.2. The above result in 3D relies on the key property that the Piola image of
a constant vector on a physical element has a linear normal component in the reference
element, which belongs to the BDDFy space and the enhanced BDDF, space. This property
does not hold for the RTy interpolant, which has a constant normal component on the
reference element.

In the analysis, we will use the following well-known estimates [10]. There exists ¢! €
Py (FE) such that

Ip—d'll,e S P77 |plloe, §=0,1, (3.20)
and

I —¢'lle < hllplle. (3.21)
Using the trace inequality for Lipschitz domains [3, 6],

VecdE, |olle < V2ol +hY2|¢he Vo€ HY(E), (3.22)

~

we have the interpolation estimate on e:

Ip — q*lle < P*2|plae. (3.23)
We also have [18] o
IK — Kgle < hlKhEe. (3.24)

3.2 Coercivity of the velocity bilinear form

For the analysis of non-symmetric MEMFE method we require some properties of the
bilinear form (K- )¢ defined on the space V. Note that

(K 'a,v)g= Y (K 'qv)ge= > vIM.q. = v4Mqq, (3.25)
EeTy, c€eCy,

where Cj, denotes the set of corner or vertex points in 7, v := {(v - ng)(x¢)}o<;, X¢ is the

coordinate vector of point ¢, and n. is the number of faces (or edges in 2D) that share the
vertex point c. An example of the n, x n. matrix M, is given in (2.49). In the above, vq is
the global vector of values of the normal trace degrees of freedom of v in V), and M is the
block-diagonal matrix with blocks M., ¢ € Cp,. From (2.30) and (2.8) one can see that

IMlly e 5 = BIE oo (3.26)
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Lemma 3.8. Assume that M. is uniformly positive definite for all ¢ € Cy,:
hie'e SETMLE,  VE ER™. (3.27)

Then the bilinear form (K~ -)q is coercive in V, and induces a norm in V), equivalent

to the L?-norm:
(K~ 'v,v)g = |[v[|?, VveEVy. (3.28)

If in addition
§'MI M, £ S hPETE, VEER™, (3.29)

then the following Cauchy-Schwarz type inequality holds:
(K™'a,v)q S llalllvll ¥a,v eV, (3.30)

Proof. Let v € V},. Using the shape regularity of 7}, it is easy to check by direct calculation
that for all & € 7},
V% < hivEve,

where v is the vector of values of the degrees of freedom of v in E. We then have

IVIZ S Y aVEVE S hVIve S vIMeve = (K7'v,v)q,
EeTy, ceCp, ceCy,

where we have used (3.27) and (3.25). This implies that M?* = 1(M+MT7) is symmetric and
positive definite and that (K _1V,V)Q = Vg;MVQ = Vg;MSVQ is a norm. The equivalence
to ||v|| follows from (3.26). If (3.29) holds, then (3.30) follows from the Cauchy-Schwarz
inequality for the norm induced by the matrix M7 M. O

In practice, we can verify the assumptions (3.27) and (3.29) by considering only the local

d x d matrix associated with a vertex of an element E. In particular, M = ) get, ME,

where Mg is a block diagonal matrix with 2% blocks of size d x d corresponding to the

vertices of /. For any vertex c of I/, denote the associated d x d matrix by M. It is easy
to check that

h'n"n <n"Mgn ¥neR? (3.31)

and
n" (M5) " Mgn < '™, VneR? (3.32)

imply (3.27) and (3.29), respectively.

Conditions (3.31) and (3.32) impose restrictions on the element geometry and the
anisotropy of the permeability tensor K. We refer readers to [30, 32] for discussions on
these conditions.

For the permeability tensor K, we will use the following notation. Let W%OO consist
of functions ¢ such that ¢|p € W**(E) for all E € 7. Here « is an integer. Let

[¢llaco = maxper, [|¢]]a,00,5-
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3.3 Convergence of the velocity to the interpolant of the solution

We are now ready to establish first order convergence of the computed velocity to the MFE
interpolant of the true solution.

Theorem 3.1. Let K € W%’LOO(Q) and K=1 € WO(Q) . If (3.27) and (3.29) hold, then
the velocity uy, of the non-symmetric MFMFE method (2.42)—(2.43) satisfies

M — || S Aluly + Ipl2), (3.33)
Proof. Let v = ITu — uy, and note that (1.2), (2.43), and (2.20) imply that
(V-vw)=0 Ywe W,

Taking w € W), such that w|p = JgV - v for all E € 7}, implies that V - v = 0. Then from
(2.42) we have

(K_I(Hu —up), [Tu — uh)Q

= (K_lﬂu, V)Q — (pn, V-v) = (K_lﬂu, V)Q

=Y (K'M(u+EKpVe"),v)op— >, (KTT(KEVe'),v), g
EeTy, E€T;,

=1 + I,

(3.34)

where ¢! is defined in (3.20). The term I in (3.34) can be manipulated as
(K_IH(FEVql), V) = (K_leVql, v) 0F = (K_IFEVql, HRV)Q
= (vq17 HRV)E s

using (3.16), (2.36) and (2.40). Note that

Q.FE E

> (Vp,lpv)p = (Vp,TIgv) = (p,V - TIgv) = (p, V- v) =0,
EeT,

using (2.25) and the fact that p =0 on 0. Then I3 can be further written as

L= (Vp-d")Urv)e < Y Ve —d")sllv]e
EeTy, EeTy,

S D MpllesvliEe + kiviye) S hllplz)lv),
EeTy,

(3.35)

where we have used (3.20), (3.12), and (3.1). To bound I;, we write

(K™'M(u+KpVq'),v)g.e < IM(u+KpVe)|e|vle
< (lu+KeVe'lp +hlu+KpVa'lLp)|vle (3.36)
= (lu+ K&Ve'lp + hlule) Ve,
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using (3.30), (3.12), and the fact that K pVq' is a constant vector. It remains to estimate
lu+ KgVq!|g. From (3.20) and (3.24), we have

lu+EKpVe'le < (K —Kp)Vplle+ |[KeVip—q")le

(3.37)
S h(IVplle + Ipll2e) < Rllpll.e-
A combination of (3.36) and(3.37) gives
11| < h(llpll2 + [al)llv]l. (3.38)
The proof is completed by combining (3.34), (3.35), (3.38), and (3.28).
U

3.4 Convergence of the velocity on the element faces

In this section we show that the result from the previous section implies convergence of the
computed normal velocity to the true normal velocity on the element faces. We introduce
a norm for vectors in €2 based on the normal components on the faces of 7j:

rE\
VI = > > Hv n.|?, (3.39)
EEThBEaE

where |E| is the volume of E and |e| is the area of e. This norm gives an appropriate scaling
of size of || for a unit vector. The shape regularity assumption on the mesh implies that
|E|/|e| = h, which gives

1/2

IVlig =2 D0 > IvenelZ | (3.40)

E€T, ecOF

The next result establishes approximation for the enhanced BDDF interpolant in the norm
|- 1|7

Lemma 3.9. On hexahedra,

I(u =) - nfle S Al z, (3.41)
and
Ju— T, S hluls. (3.42)
On quadrilaterals,
I(w—TT) - nle S A2l e, §=0,1 (3.43)
and
[u Tz, S B ualjp, =01, (3.44)
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Proof. Let q be any constant vector on E in the case of hexahedra or a linear vector on F
in the case of quadrilaterals. Lemma 3.6 and Lemma 3.7 imply that

[(u—TMu)  nclle = [[(u—q) n.— (Ilu-1Ilq) - ncf

<~ a) nle + 0 —q) el 4

By the trace inequality (3.22), we have
I(w—a) nlle S 272 lu—allp+h"?la—ah,p (3.46)

The trace inequality (3.11) implies that
T - a) - nefle S A2 - q)llz S h 72 u—alp+h"*u—dl,e (3.47)

where we have also used (3.12) in the last inequality. Taking q to be the L?-projection
of u into the space of constant vectors on E in the case of hexahedra or into the space of
linear vectors in the case quadrilaterals in (3.45)—(3.47) yields (3.41) and (3.43). Inequalities
(3.42) and (3.44) follow from (3.41) and (3.43), respectively, and (3.40). O

Remark 3.3. The above result for the enhanced BDDFy interpolant relies on Lemma 3.6.
Therefore, due to Remark 3.2, similar approximation result also holds for the standard
BDDF; interpolant, but it does not hold for the RTy interpolant.

Theorem 3.2. Let K € W%hOO(Q) and K~ ¢ W%OO(Q) If (3.27) and (3.29) hold, then
the velocity uy, of the non-symmetric MFMFE method (2.42)—(2.43) satisfies

lu = |7, < Al +pl2)- (3.48)

Proof. The triangle inequality gives
[(w—up) nefe <[[(u—1u) nefe+ [[(ITu —up) - nelle
S B laly g + V2T = s,

where we have used (3.41) and (3.11) in the second inequality. The assertion of the theorem
follows by combining the above inequality with (3.40) and (3.33). O

Remark 3.4. It is easy to see that the analysis presented in this section is valid also for
the method (2.42)—(2.43) using the BDDF; space instead of the enhanced BDDFy space.
Recall that the standard BDDFy MFE method does not converge on general hexahedra. Our
results indicate that, while the quadrature rule (-,-)g does not lead to a cell-centered finite
difference system for the pressure in the case of the BDDFy space, it does lead to a method
that gives a first order accurate fluxes on the hexahedral faces.

4 Convergence of the pressure

Lemma 4.1. The spaces V,’f x Wy, satisfy the inf-sup condition:

sup (V-v,w)

> |wll, Ywe Wy (4.1)
0£AvVEVE [V [|aiv
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Proof. 1t is enough to show that Yw € W), there exists v € V,’f such that
(V-v,w) =[lwl> and |[v]ay S Jwll- (4.2)

As noted in the proof of Lemma 2.5, for any w € W), C L?(€2), there exists q € H'({2) such
that [26, 25]
Veg=w and qf1 5 [Jwl], (4.3)

Using (2.25), we have
(V-Hra,w) = (V-q,w) = |w]*. (4.4)

Furthermore, (3.12), (3.13), and (4.3) imply that
Mrallai < llalls < llwl- (4.5)
Now, (4.4) and (4.5) imply that v = IIrq satisfies (4.2), which completes the proof. O

Theorem 4.1. Assume that K € W}hoo(ﬂ), Kle W%LOO(Q), and that (3.27) and (3.29)
hold. Then the pressure py, of the non-symmetric MFMFE method (2.42)—(2.43) satisfies

I = pall S A(Jaly + Ipll2)- (4.6)
Proof. By Lemma 4.1, we have

|Qnp = pull < sup. (Vv Qnp = pn),

4.7
VEV HVHdiV ( )

Using (2.27) and (2.42), the numerator can be written as

(Vv,Qup—pn)=(V-v,p—pp)=(V-v,p—q" )+ (V-v,¢") = (V-v,p1)
= (V'V,p—ql)—l— Z Z <QI7V'n>e+(K_I(Hu_uh)vv)Q

E€T), ecOF

— Z 1HuVQE—I-(Vql, ))
EeT,

=0L+ L+ I3+ 14,
where ¢; is defined by (3.21). Term [; is estimated using (3.21):
1] S Allpll [V - v]. (4.8)
Using the continuity of p, (3.23), and (3.11), term Iy can be written as

Ll =1Y" > (@ =pv-n)< > > g = plellv-nl. (49)

EGT]—L ecOE EETh ecOFE
< W2 plah™ 2 |v]| = hlpla|v].

Using (3.30), term I3 is estimated from Theorem 3.1 as:

| Is| < h([aly + [Ipll2)Iv]- (4.10)

22



Term I, can be written as

I, = Z ((K_ll_[KVp,V)Q,E —(Vq1,v)E)

E€T,
— Z (K'I(K'Vp - Fqul),v)QE
EcTy, (411)
+ Z (K 'MIKgVaq,v)o.e — (Vai1,v)E)
E€T,
=1+ 1%
Using (3.30) and (3.12), we estimate term I as
11 S Y IKT K Vp = KpVa)|sllv]e
EeT,
S Y (IKVp = KpVe' e+ h|KVp — KpVa'[1p)|ve
BT, (4.12)
S Y (K = Kp)Vple +IIKe(Vp = Ve )|z + hlples)|ve
EeT,
S hllpll2llvil;

where we used (3.24) and (3.20) in the last inequality. Using (3.16) (or (3.17) for 2D) and
Lemma 2.4, we have that

I} = (K'"KgVaq,v)q — (Va1,v) = 0. (4.13)

A combination of (4.7)-(4.13) and (2.28) completes the proof. O

5 Numerical Experiments

In this section, we test both the symmetric and the non-symmetric MEFMFE methods on
h2-parallelograms and h2-parallelepipeds as well as on highly distorted quadrilaterals and
hexahedra. The velocity error ||Ilu — wuy|| is approximated by the trapezoidal quadrature
rule. The face error |[u — ||z, is computed by a high order Gaussian quadrature rule.
The pressure error ||p — py|| is the discrete L?-norm computed by the midpoint quadrature
rule: [|p — pu|?® = > ger, |El(p — pn)?(me), where m, is the center of mass of the element
E. We also report convergence in the discrete flux error

1 1 2
a-wly = Y Y |5 <_/u.ne__/uh.ne> .
= = P el J.

The resulting linear algebraic system is solved using the software HYPRE (high performance
preconditioners) developed by researchers at Lawrence Livermore National Laboratory .

https://computation.llnl.gov/casc/hypre/software.html
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Figure 5: Smooth quadrilateral mesh (left) and randomly h-perturbed quadrilateral mesh
(right).

5.1 2D examples

We consider two types of meshes - smooth and non-smooth. The smooth mesh is a C*
map of a uniform mesh on the unit square. The map is defined as

x =2+ 0.06sin(272) sin(27y),
y =7y — 0.05sin(272) sin(27y).

<

The mesh is shown on the left in Fig. 5. It is easy to check that in this case the elements are
h2-parallelograms. The second mesh consists of highly distorted quadrilaterals generated
by perturbing the uniform mesh points in a random direction by a distance of size O(h), see
the right Fig. 5. The grids on the different levels of refinement are obtained by mapping or
perturbing refinements of the uniform grid.

We consider problem (1.1)—(1.2) with a given analytical solution

p(z,y) = sin(3rz)? sin(3ry)?,

2 1.25
K= < 1.25 3 ) )
The boundary conditions are of Dirichlet type.

We first test the convergence of ||[u—TITu|| £, . The results for u = —KVp, where p and K
are defined above, are given in Table 1. We observe second order convergence on both the
smooth grids and the rough grids, which confirms the theoretical results in Section 3.4. The
slight variation in the convergence rate on the randomly perturbed grids is due to varying
shape regularity constants on the different grid levels.

Next, we test the convergence of the MFMFE method. Table 2 shows the numerical
results on h2-parallelogram meshes. As the theory predicts for the symmetric MEMFE
method [44] and the non-symmetric MEMFE method, we observe first order convergence

and full permeability tensor
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Table 1: Interpolation error ||u — ITu||#, on the 2D meshes

1/h | Mesh 1 Mesh 2

8 | 3.20E+00 -  3.43E+00 -
16 | 8.64E-01 1.89 9.30E-01 1.88
32 | 2.20E-01 197 247E-01 191
64 | 5.54E-02 199 5.34E-02 2.21
128 | 1.39E-02 1.99 1.38E-02 1.95
256 | 3.47E-03 2.00 3.80E-03 1.86

Table 2: Convergence in the 2D example on h2-parallelogram grids
Symmetric MEFMFE
1/ | [lp = pal [T — u| u — w7,

8 4.70E-1 - 1.02E+1 - 1.09E+1 -
16 2.03E-1 1.21 4.38E+40 1.22 4.08E+40 1.42
32 | 9.67TE-2 1.07 2.19E+0 1.00 1.82E+0 1.16
64 | 4.79E-2 1.01 1.10E+0 0.99 8.85E-1 1.04
128 | 2.39E-2 1.00 5.50E-1 1.00 4.40E-1 1.01
256 | 1.19E-2 1.01 2.75E-1 1.00 2.19E-1 1.01

Non-symmetric MEMFE
1/ | [lp — pal [TTu — uy | [u— a7,

8 4.70E-1 - 1.03E+1 - 1.08E+1 -
16 | 2.03E-1 1.21 4.35E+0 1.24  4.02E40 1.43
32 | 9.67TE-2 1.07 217E4+0 1.00 1.80E+0 1.16
64 | 4.79E-2 1.01 1.09E+0 0.99 8.77TE-1 1.04
128 | 2.39E-2 1.00 5.45E-1 1.00 4.36E-1 1.01
256 | 1.19E-2 1.01 2.73E-1 1.00 2.17E-1 1.01

Symmetric (left) and Non-symmetric (right) MEFMFE

1/h | llp = pall o — sz, | P — pall la — a7,

8 | 279E-1 - 824E+0 - | 278E-1 - 8.16E4+0 -
16 | 5.24E-2 241  240E+0 178 || 5.25E-2 240 232E4+0 181
32 | 121E-2 211  6.17E-1  1.96 | 1.21E-2 212  5.94E-1  1.97
64 | 2.97E-3 203  156E-1  1.98 | 298E-3 2.02  1.50E-1  1.99
128 | 7T40E-4 200  3.92E-2  1.99 | 741E-4 201  3.77E-2  1.99
256 | 1.85E-4 2.00  9.82E-3  2.00 | 1.85E-4 2.00  9.44E-3  2.00
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Table 3: Convergence in the 2D example on randomly A-perturbed quadrilateral grids

Symmetric MFMFE

1/h | llp = [T — uy, | lu — w7,

8 6.13E-1 - 1.13E+1 - 1.30E+1 -
16 | 2.14E-1 152 482E+0 1.23  4.53E40 1.52
32 | 997E-2 1.10 2.76E+0  0.80 2.46E+0 0.88
64 | 496E-2 1.01 1.94E+0 0.51 1.48E+0 0.73
128 | 251E-2 098  1.69E+0  0.20 1.34E4-0 0.14
256 | 1.33E-2 092 1.60E+0  0.08 1.40E4-0 <0

Non-symmetric MEMFE

1/ | llp = pal [T — u| lu —upl7,

8 6.15E-1 - 1.14E+1 - 1.26E+1 -
16 | 2.18E-1 150 4.74E+0 1.27  4.18E40 1.59
32 | 1.00E-1 1.12 238E+0 0.99 1.95E+0 1.10
64 | 497E-2 1.01 1.18E+0 1.01 8.02E-1 1.28
128 | 248E-2 1.00 5.92E-1 1.00 4.07E-1 0.98
256 | 1.24E-2 1.00 2.97E-1 1.00 2.24E-1 0.86

Symmetric (left) and Non-symmetric (right) MEMFE

1/h | llp = pnl o — sz, |l — ol o — a7,

8 3.67E-1 - 1.15E+1 - 3.62E-1 - 1.11E+1 -
16 | 6.88E-2 242 3.10E4-0 1.89 || 7.54E-2 2.26 2.78E+0 2.00
32 | 146E-2 2.24 1.18E+0 1.39 || 1.41E-2 242 8.51E-1 1.71
64 | 5.59E-3 1.39 5.89E-1 1.00 || 3.19E-3 2.14 2.77E-1 1.62
128 | 5.08E-3 0.14 4.85E-1 0.28 || 7.63E-4 2.06 1.28E-1 1.11
256 | 5.13E-3 <0 4.99E-1 <0 | 217E4 181 6.86E-2 0.90
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for the pressure and the velocity. In addition, we obtain second order superconvergence for
the face flux and the pressure at the cell centers.

Table 3 demonstrates the convergence behavior for the randomly perturbed grids of
size O(h). The numerical results show that the non-symmetric MFMFE method has first
order convergence for both the velocity and the pressure on these highly distorted grids.
Clearly the convergence of the velocity and the pressure of the symmetric MEMFE method
deteriorates.

5.2 3D examples

In the 3D examples we consider four hexahedral meshes. The first one is generated using a
smooth map of a uniform grid given by

x =&+ 0.03sin(37%) cos(3my) cos(372),
y =1 — 0.04 cos(37z) sin(37y) cos(
z

w
3
I3

I

= 2+ 0.05 cos(37z) cos(3my) sin(37Z).

This mapping yields an h2?-parallelepiped mesh. We choose the second mesh to be an
h-perturbed grid given in [38]. The third mesh is generated by random perturbation of
uniform mesh points by a distance of size O(h). The fourth mesh is a h-perturbed fishbone-
like mesh from [24]. Element faces are planar in the second mesh and non-planar in the
other three meshes. The four meshes are shown in Fig. 6.

We consider problem (1.1)—(1.2) with a given analytical solution

p(a,y,2) = 2*(x — 1)*y*(y — 1)*2°(1 = 2)?,
and a full permeability tensor
2 1 1
K=[1 21
11 2

The convergence of |ju —Iul|£,, u = —KVp, on the four grids is presented in Table 4.
We observe first order convergence for the h-perturbed grids, as predicted by the theory.
Moreover, second order convergence is obtained for the smooth grids. This can be proven
by a scaling argument using the fact that the BDDF; interpolant preserves the normal
components of linear vectors on the faces of the reference element. The scaling estimates
developed in [28] for h%-perturbed grids allow for the scaling argument to be employed
without loss of accuracy. We note that such scaling argument would give no convergence
on rough grids.

Tables 5-8 demonstrate the convergence behavior of both the symmetric and the non-
symmetric MEMFE methods on the four hexahedral meshes described above.

The non-symmetric MEFMFE method developed in this paper is robust for all four
meshes. In particular, it exhibits first order convergence for both velocity and pressure.
These numerical results confirm the theory established in Theorems 3.1, 3.2, and 4.1. Fur-
thermore, the computational results indicate second order superconvergence for pressure at
the cell centers on all four meshes and for the face fluxes on the smooth mesh.
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Figure 6: The four 3D meshes: h2-perturbed hexahedral mesh (top-left), h-perturbed mesh

[38]

(

top-right), randomly h-perturbed hexahedral mesh (bottom-left), and h-perturbed

(bottom-right).

mesh [24]
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Table 4: Interpolation error ||u — ITu||#, on the 3D meshes

1/h ‘ Mesh 1 Mesh 2 Mesh 3 Mesh 4
4 1.21E-04 - 1.67E-04 - 1.36E-04 - 1.60E-04 -
8 | 3.20E-05 1.92 7.20E-05 1.21 4.04E-05 1.75 5.65E-05 1.50
16 | 7.26E-06 2.14 3.40E-05 1.08 1.57E-05 1.36 2.29E-05 1.30
32 | 1.72E-06 2.08 1.69E-05 1.01 &.57E-06 0.87 1.06E-05 1.11
64 | 4.22E-07 2.03 8.51E-06 0.99 3.98E-06 1.11 5.21E-06 1.02
128 | 1.05E-07 2.01 4.28E-06 0.99 2.04E-06 0.96 2.59E-06 1.01

Table 5: Convergence in the first 3D example on smooth hexahedral grids

Symmetric MFMFE

1/h | |lp = pall [TIu — uy, | [u—up||7,
4 5.05E-5 - 4.36E-4 — 4.41E-4 -
8 2.49E-5 1.02 2.29E-4 0.93 1.83E-4 1.27
16 1.23E-5 1.02 1.18E-4 0.96 7.78E-5 1.23
32 6.16E-6  1.00 5.97E-5 0.98 3.59E-5 1.12
64 | 3.08E-6 1.00 3.00E-5 0.99 1.75E-5 1.04
Non-symmetric MEMFE
1/h | |lp = pall [TIu — uy, | [u—up||7,
4 5.05E-5 - 4.37E-4 — 4.43E-4 —
8 251E-5 1.01 2.07E-4 1.08 1.68E-4 1.40
16 1.24E-5 1.02 1.01E-4 1.04 6.65E-5 1.34
32 6.16E-6 1.01 5.03E-5 1.01 3.01E-5 1.14
64 3.08E-6 1.00 2.51E-5 1.00 1.46E-5 1.04

Symmetric (left) and Non-symmetric (right) MEMFE

1/h | llp = pul lu — w7, | llp = pall o —wil7,
4 | 1.61E-5 — 32384 - | 161E5 - 325E4 -
8 | 431E-6 190 9.79E-5  1.72 | 4.26E-6 1.92  9.03E-5 185
16 | 1.19E-6 1.86  2.69E-5  1.86 | LI1IE-6 194  222E5  2.02
32 | 3.12E-7 193  6.87E-6 197 | 2.83E-7 197  543E-6  2.03
64 | 7T9IE8 198  L73E-6 199 | 7.10E-8 1.99  1.35B-6  2.01
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Table 6: Second 3D example on an h-perturbed grid

Symmetric MEFMFE

1/h | |lp = pall [TIu — uy, | [u— |7,
4 6.55E-5 - 5.49E-4 — 4.83E-4 —
8 3.26E-5 1.01 3.13E-4 0.81 2.12E-4 1.19
16 1.63E-5 1.00 1.62E-4 0.95 1.02E-4 1.06
32 8.16E-6 1.00 8.46E-5 0.94 5.16E-5 0.98
64 | 4.08E-6 1.00 4.35E-5 0.96 2.63E-5 0.97
Non-symmetric MEMFE
1/h | |lp = pall [TIu — uy, | [u— |7,
4 6.10E-5 - 5.90E-4 — 4.72E-4 —
8 3.22E-5 0.92 3.55E-4 0.73 2.25E-4 1.07
16 1.63E-5 0.98 1.87E-4 0.92 1.13E-4 0.99
32 8.15E-6 1.00 9.64E-5 0.96 5.73E-5 0.98
64 | 4.07E-6 1.00 4.89E-5 0.98 2.89E-5 0.99

Symmetric (left) and Non-symmetric (right) MEMFE

1/h | llp = pul lu —wil7, | P =l lu —up|| 7,
4 | 209E-55 —  3T71E4 | 176E-5 -~ 3.46E-4
8 | 5.38E-6 1.96  123E-4  1.59 | 463E-6 193  1.I18E-4 155
16 | 1.36E-6  1.98  4.72E-5  1.38 || LISE-6 197 4T4E5  1.32
32 | 345E-7 1.98  212E-5 115 | 2.98E-7 199  218E-5  1.12
64 | 8.69E-8 1.99  1.03E-5 104 | 747E-8 200  1.06E-5  1.04
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Table 7: Third 3D example on a randomly hA-perturbed grid

Symmetric MEFMFE

1/h | |lp = pall [TIu — uy, | [u— |7,
4 5.29E-5 — 4.96E-4 — 4.88E-4 —
8 2.59E-5 1.03 2.55E-4 0.96 1.92E-4 1.35
16 1.27E-5 1.03 1.69E-4 0.59 1.19E-4 0.69
32 6.48E-6  0.97 1.35E-4 0.32 1.12E-4 0.09
64 3.51E-6 0.88 1.27E-4 0.09 1.01E-4 0.15
Non-symmetric MEMFE

1/h | |lp = pall [TIu — uy, | [u— |7,

4 5.31E-5 - 5.03E-4 — 4.84E-4

8 2.62E-5 1.02 2.31E-4 1.12 1.73E-4 1.48
16 1.28E-5 1.03 1.16E-4 0.99 8.00E-5 1.11
32 | 6.39E-6 1.00 5.85E-5 0.99 4.72E-5 0.76
64 3.19E-6 1.00 2.94E-5 0.99 2.27E-5 1.06

Symmetric (left) and Non-symmetric (right) MEMFE

1/h | llp = pul lu —wil7, | P =l lu —up|| 7,
4 | 162655 36884  — | 1.67E-5 -~ 361E4
8 | 431E-6 191  106E-4  1.80 | 423E-6 198  947E-5  1.93
16 | 1.82E-6 124  543E-5 097 || L11E-6 193  3.30E5 152
32 | 1.52E-6  0.26  4.90E-5 0.5 | 2.81E-7 198  1.70E-5  0.96
64 | 1.54E-6 <0  4.39E-5 0.6 | 7.06E-8 1.99  7.82E-6  1.12
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Symmetric MEFMFE

Table 8: Fourth 3D example on a h-perturbed grid

1/h | |lp = pall [TIu — uy, | [u— |7,
4 5.99E-5 — 5.34E-4 — 5.42E-4 —
8 2.73E-5 1.13 2.43E-4 1.14 2.21E-4 1.29
16 1.33E-5 1.04 1.20E-4 1.02 1.03E-4 1.10
32 6.63E-6 1.00 6.01E-5 1.00 5.01E-5 1.04
64 3.31E-6 1.00 3.00E-5 1.00 2.49E-5 1.01
Non-symmetric MEMFE
1/h | |lp = pall [TIu — uy, | [u— |7,
4 5.91E-5 — 5.70E-4 — 5.51E-4 —
8 2.72E-5  1.12 2.57TE-4 1.15 2.26E-4 1.29
16 1.33E-5 1.03 1.28E-4 1.01 1.05E-4 1.11
32 6.63E-6 1.00 6.36E-5 1.01 5.14E-5 1.03
64 3.31E-6 1.00 3.18E-5 1.00 2.55E-5 1.01

Symmetric (left) and Non-symmetric (right) MEMFE

1/h | llp = pul lu —wil7, | P =l lu —up|| 7,
4 | L79E-5  —  403E4 | 1L70E-5  —  4.02E-4 -
8 | 481E-6 1.90 124E-4  1.70 || 471E-6 1.85  1.24E-4  1.70
16 | 1.22E-6 198  4.32E-5 152 | 1.20B-6 1.97  4.22E-5  1.56
32 | 3.06E-7 2.00 181E-5  1.26 | 3.02E-7 199  1.74E-5  1.28
64 | T.65E-8 2.00  846E-6 110 | 7.56E-8 2.00  8.07E-6 1.1
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Figure 7: A “coupled” mesh consists of h>-perturbed and randomly h-perturbed quadrilat-
erals, and uniform rectangles

The symmetric MEMFE method on h?-parallelepipeds has been proven to have first
order convergence for velocity and pressure [28]. Table 5 confirms this theoretical result.
We also observe similar convergence on the second and fourth meshes, see Table 6 and Table
8, respectively. However, on the randomly perturbed mesh, the convergence of the velocity
and the pressure in the symmetric MFMFE method deteriorates, see Table 7.

5.3 A coupled scheme

Both the theory and the numerical examples confirm that the symmetric MEMFE method
is accurate on h2-parallelograms and h?-parallelepipeds, and the non-symmetric MEMFE
method is accurate on general quadrilateral and hexahedral grids. Recall that the distinction
between these two methods lies in the numerical quadrature, which is defined at the element
level. Thus the symmetric and the non-symmetric MEMFE methods can be easily coupled
element by element. In particular, one can select the symmetric quadrature rule for h2-
perturbed elements and the non-symmetric quadrature rule for highly distorted elements.
To test this concept, we choose the “coupled” mesh as shown in Fig. 7 consisting of the
randomly h-perturbed and the h?-perturbed meshes from Fig. 5, as well as a uniform
mesh. The analytical solution, permeability, and boundary condition are the same as in
Section 5.1. Table 9 demonstrates that the coupled method has first order convergence for
the pressure and the velocity and has second order convergence for the pressure at the cell
centers.

6 Conclusions

In this paper, a non-symmetric MEMFE method on both quadrilaterals and hexahedra
is developed based on BDM; and enhanced BDDF; spaces, and a special quadrature rule.
This method gives a cell-centered pressure stencil by locally eliminating the velocity degrees
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Table 9: Symmetric MFMFE coupled with Non-symmetric MFMFE

1/h | |lp = [T — u, | [u — w7,

4 | 3.40E+0 - 4.52E+1 - 5.86E+1 -

8 5.96E-1 2,51  1.02E+1  2.15 1.18E+1 2.31
16 | 2.03E-1 1.55 437E+0 1.22  4.00E40 1.56
32 | 9.72E-2 1.06 2.16E40 1.02 1.75E+0 1.19
64 | 4.79E-2 1.02 1.11E40 0.96 8.58E-1 1.03
128 | 2.39E-2 1.00 9.53E-1 1.01 4.25E-1 1.01
256 | 1.20E-2 0.99 2.77E-1 1.00 2.13E-1 1.00

1/h | lp = pal o — w7,

4 | 3.04E4+0 - 5.47E+1 -

8 3.96E-1 294  982E+0  2.48
16 | 4.77E-2  3.05 2.49E4-0 1.98
32 | 1.17E-2  2.03 7.07E-1 1.82
64 | 291E-3 2.01 2.39E-1 1.56
128 | 7.73E-4 191 1.00E-1 1.26
256 | 1.84E-4 2.07 4.75E-2 1.07

of freedom. On highly distorted quadrilateral and hexahedral grids, the non-symmetric
MFMFE method gives better approximation than the symmetric formulation from [44,
28]. In particular, the non-symmetric MEMFE method exhibits first order convergence for
pressure and normal velocities on faces, as well as second order superconvergence for the
pressure at the cell centers. Furthermore, second order superconvergence is observed for
the face fluxes on smooth meshes. The method can handle non-planar hexahedral faces.
Since the symmetric and non-symmetric MEMFE methods are locally defined, they can be
coupled so that the non-symmetric method is applied to highly distorted elements. Affine
elements can also be coupled with quadrilateral and hexahedral elements. We remark that
based on accurate velocities on faces one can obtain accurate velocity inside elements by
applying post-processing techniques.
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