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Chapter 1

Introduction

Abstract

This monograph presents a summary account of the subject of a posteriori error
estimation for finite element approximations of problems in mechanics. The study
primarily focuses on methods for linear elliptic boundary value problems. How-
ever, error estimation for unsymmetrical systems, nonlinear problems including
the Navier-Stokes equations, and indefinite problems, SUCh as repre8ented by the
Stokes problem 1re included. The main thrust is to obtain error estimators for
the error measured in the energy norm, but techniques for other norms are also
discussed.

1.1 A Posteriori Error Estimation: The Setting
Since the beginning of computer simulations of physical events, the presence of
numerical error in calculations has been a principal source of concern. Numerical
error is intrinsic in such simulations: the discretization process of transforming
a continuum model of mechanical behavior into one mana.geable by digital com-
puters cannot capture all of the information embodied in models characterized
by partial differential equations or integral equations. What is the approxima-
tion error in such simulations? How can the error be measured, controlled, and
effectively minimized? These questions have confronted computational mechani-
cians, practitioners, and theorists alike, since the earliest applications of numerical
methods to problems in engineering and science.

Recent years have seen concrete advances toward the resolution of these ques-
tions have been made in the form of theories and methods of a posteriori error
estimation, whereby the computed solution itself is used to somehow assess the ac-
curacy. The remarkable success of some a posteriori error estimators has opened a
new chapter in computational mathematics and mechanics that could revolution-
ize the subjects. By effectively estimating error, the possibility of controlling the
entire computational process through new adaptive algorithms emerges. Fresh
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6 CHAPTER 1. INTRODUCTION

criteria for judging the performance of algorithms become apparent. Most impor-
tantly, the analyst can use a posteriori error estimates as an independent measure
of the quality of the simulation under study.

The present work is intended to provide an introduction to the subject of a
posteriori error estimation for finite element approximations of boundary value
problems in mechanics and physics. The treatment is by no means exhaustive,
focusing primarily on elliptic partial differential equations and on the chief meth-
ods currently available. However, extensions to unsymmetrical systems of partial
differential equations, nonlinear problems, and indefinite problems are included.
Our aim is to present a coherent summary of a posteriori error estimation meth-
ods.

1.2 Status and Scope

The a priori estimation of errors in numerical methods has long been an enter-
prise of numerical analysts. Such estimates give information on the convergence
and stability of various solvers and can give rough information on the asymptotic
behaviour of errors in calculations as mesh parameters are appropriately varied.
Traditionally, the practitioner using numerical simulations, while aware that er-
rors exist, is rarely concerned with quantifying them. The quality of a simulation
is generally assessed by physical or heuristic arguments based on the experience
and judgment of the analyst. Frequently such arguments are later proved to be
flawed.

Some of the earliest a posteriori error estimates used in computational me-
chanics were in the solution of ordinary differential equations. These are typified
by predictor corrector algorithms in which the difference in solutions obtained by
schemes with different orders of truncation error is used as rough estimates of the
error. This estimate can in turn he used to adjust the time step.· It is notable
that the original a posteriori error estimation schemes for elliptic problems had
many features that resemble those for ordinary differential equations.

Interest in a posteriori error estimation for finite element methods for two
point elliptic boundary value problems really began with the pioneering work of
BABUSKA AND RHEINBOLDT[15]. A posteriori error estimation techniques were
developed that delivered numbers 17K approximating the error in energy or an en-
ergy norm on each finite element K. These formed the basis of adaptive meshing
procedures designed to control and minimize the error. During the period 1978-
1983, a number of results for explicit error estimation techniques were obtained:
we mention as representatives the work of BABUSKA AND RHEINBOLDT [13, 14].,

The use of romplenlentary energy tormulationsjor obtaining a posteriori error
estimates was put forward by DE VEUBEKE [29]. However, the method failed to
gain popularity being based on a global computation. The idea of solvin~ element
by element cOIJ1plementary problems together with the important concept of con-. .

)..
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1.2. STATUS AND SCOPE 7

structing equilibrated boundary data to obtain error estimates was advanced by
LADEVEZE AND LEGUILLON [45J. Related ideas are found in the work of KELLY
[41].

In 1984, an important conference on adaptive refinement and error estimation
was held in Lisbon (see BABUSKA ET AL [22]). At that meeting, several new de-
velopments in a posteriori error estimation were presented, including the element
residual method. The method was described by DEMKOWICZ ET AL l31, 32J and
applIed to a variety of problems in mechanics and physics. Essentially the same
process was advanced simultaneously by BANK ANDWEISER [25,24] who focused
on the applIcatIOns to scalar elliptic problems in two dimensions and provided a
mathematical analysis of the method. The paper of BANK AND WEISRR [25] also
involved a number of basic ideas that proved to be fundamental to certain theo-
ries of a posteriori error estimation including the saturation assumption and the
equilibration of boundary data in the context of piecewl::>elmear approximation
on triangles.

During the early 1980s the search for effective adaptive methods led to a wide
variety of ad hol!.error estimators. Many of these were based on a priori or in-
terpolation estimates, that provided crude but effective indications of features
of error sufficient to drive adaptive processes. In this context, we mention the
interpolation error estimates of DEMKOWICZ ET AL [30]. In computational fluid
dynamics calculations these crude interpolation estimates proved to be useful for
certain problems in inviscid flow (see PERAIRE ET AL [52]), where solutions fea-
tured surfaces of discontinuity, shocks, and rarefaction waves. Relatively crude
error estimates are sufficient to locate regions in the domain in which disconti-
nuities appear and these are satisfactory for use as a basis for certain adaptive
schemes. However, when more complex features of the solution are present, such
as boundary layers or shock-boundary layer interactions, these cruder methods
are often disastrously inaccurate.

ZIENKIEWICZ AND ZHU [62] developed a simple error estimation technique
that is effective for some classes of problem and types of finite element approxima-
tions. Their method falls into the category of rer;overy based methods: gradients
of solutions obtained on a given mesh are smoothea and the smoothed solution is
compared with the original solution to assess error. More recently, ZIENKIEWICZ
AND ZHU [63, 64] modified their approach leading to the superconvergent paten
recovery method.

Extrapolation methods have been used effectively to obtain global error es-
timates for both hand p version of the finite element method. For example,
by using sequences of hierarchical p version approximations SZABO [57] obtained
efficient a posteriori estimators for two dimensional linear elasticity problems.

.By the early 1990s the basic techniques of a posteriori error estimation wen
established. Attention then shifted to the applicatIOn to general classes of prob-
lem. VE.;RFURTH[58] obtained two sided bounds and derived error estimates for
the Stokes problem and the Navier-Stokes An important paper on explicit error
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residual methods for broad classes of boundary value problems, including non-
linear problems, was presented by BARANGER AND EL-AMRI [26]. ERIKSON ET
AL [34, 35, 36, 40] derived a posteriori error estimates for both parabolic and
hyperbolic problems.

Most studies have dealt with a posteriori error estimation for the h version
of the finite element method. The element residual method is applicable to both
p version finite elements and h-p versions finite element approximations. An
extensive study of error residual methods is reported in the paper by ODEN
ET AL [49]. These techniques were applied to non-uniform h-p meshes. Later,
in a series of papers AINSWORTH AND ODEN l7J produced extensions of the
element residual method in conjunction with equilibrated boundary data. This
was extended to elliptic boundary value problems, elliptic systems, variational
inequalities and indefinite problems such as the Stokes problem and steady Navier
Stokes equations with small data.

The subject of a posteriori error estimation for finite element approximation
has now reacherlmaturity. The emphasis has now shifted from the development
of new technIques to the study of robustness of existing estimators and identifying
limits on their performance. Particularly noteworthy in this respect is the work
of BABUSKA ET AL [18, 17] who conduct an extensive study of the performance
and robustness of the main error estimation techniques applied to first order finite
element approximation.

The literature on a posteriori error estimation for finite element approximation
is vast. We have strongly resisted the temptation to produce an exhaustive survey.
The availability of computer databases means that anyone can generate an up
to data survey with minimal effort. Instead, the bibliography consists solely of
key references and work having a direct influence on our exposition. Surveys of
the earlier literature will be found in ODEN AND DEMKOWICZ [48], NOOR AND
BABUSKA [47] and more recently in EWING [37].

1.3 Notations

1.3.1 Sobolev Spaces

Throughout, standard notations and conventions for function spaces are followed
[lJ. Let n be an open bounded domain in lRn, where n = 1,2 or 3, with boundary
r.



1.3. NOTATIONS 9

Integer Order Spaces

The integer order Sobolev spaces Wm,P(O), m E Z+, 1 :::;p :::;00 are equipped
with the norm 11·\Iwm,p(n) defined by

if 1:::;p < 00 (1.1)

and

where

(1.2)

Ilullux>(n) = ess sup lu(x) I. (1.3)
XEn

The notations lulwm,p(n) (and IUIHm(n)) are used for the seminorms {In I:lol=m IDou11J dx pip
(for p = 2). The space Wm,P(O) itself is the completion of COO(O) in this norm
and is therefore a Banach space. The space W:,P(O) is the closure of CO'(O)
in the norm on Wm,P(O) where CO'(O) consists of all functions which, together
with their derivatives of all orders, are continuous and compactly supported on
n. In the case p = 2, the notations Wm,2(O) = Hm(o) and W~>2(0) = Ho(O)
are used.

1.3.2 Partitions
The basic procedure in the finite element method is the partitioning of the com-
putational domain n into a collection P = {K} of open subdomains or elements.
Various sets of assumptions are made on the constructIOn of the partition suffi-
cient to ensure the convergence of the method. More generally, families:F = {P}
of partitions are considered so that statements may be made concerning the con-
vergence of the sequence of finite element approximations obtained on the parti-
tions. In the present work, various versions of the finite element will be considered
including adaptive methods. The partitions used for adaptive meshes are gener-
ally disallowed by the classical finite element theory but, nonetheless, must obey
strict conditions. For convenience we formulate the particular assumptions on
each notion of partition to be considered.

Partition

A partition P of 0 is a collection of elements K satisfying

(PI) n= UKE1'K

(P2) each element K is a non-empty, open subset of n
(P3) the intersection of each distinct pair K, J E P is empty
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(P4) each element K has a Lipschitzian boundary 8K
We denote by 8P the union of the element boundaries 8K; 8P = UKEP8K.

Pro"per Partition

In general, each K will be the image of a master triangle or rectangle under a
smooth invertible map FK in two dimensions or an image of a tetrahedron or a
hexahedron in three dimensions. For such partitions, we define a proper partition
P of 0 as a partition of 0 that satisfies the additional condition

(P5) each side of an element K is either a subset of the boundary 80 or a side
of another element J in the partition.

Non-Degeneracy Condition

Let K be any element from a partition P. Define the diameter hK of the element
by

and let h(P) be

Define PK by

hK = diam (K)

h(P) = maxhK.
KEF

(1.4)

(1.5)

PK = sup {diam(S) : S is a ball contained in K} . (1.6)

The partition is called non-degenerate or shape regular if there exists a constant
'Yo that is independent of h(P) such that

hK
max - :::; 'Yo. (1.7)
KEP PK

The non-degeneracy condition does not require that the elements be of compa-
rable size and permits highly refined meshes.

Regular Family of Partitions

A regular family :F of partitions is a collection of proper, non-degenerate partitions
{P} with the non-degeneracy constant 'Yo independent of P; and, such that h(P)
approaches zero. This condition essentially rules out the use of many adaptive
algorithms.

Quasi-Uniform Family

A family :F of partitions is quasi-uniform if each partition P in :F is regular and
there exists a constant 'Yl such that for all partitions P

h(P)
max - :::;/'1. (1.8)
KEF hK
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Locally Quasi-Uniform Family

A family F of partitions is locally quasi-uniform if each partition P in F is
proper and is composed of elements satisfying a non-degeneracy assumption with
a constant 10 independent of P.

Typically, we shall assume that the partitions are locally quasi-uniform. Such
partitions can be highly refined and yet satisfy a local quasi-uniformity condition.
For instance, let K be a element belonging to a locally quasi-uniform partition
P. The patch of elements surrounding K is defined by

K = int {U J : J n K is non-empty} . (1.9)

The non-degeneracy condition implies that there is a constant C~epending only
on 10 such that for any element J contained in the subdomain ]{ a local quasi-
uniformity condition holds on the subdomain

1 hK < C.- < h -C - J
(1.10)

Moreover, notice that the number of elements contained in the subdomain ]{
must be uniformly bounded by a constant depending only on 10

max card {J : J C K} < C.
KEP -

(1.11)

Equally well, the number sub domains containing a particular element is uniformly
bounded by a constant depending on 10

max card {J: K C J} < C.
KEP -

1.4 Approximation Spaces

Reference Elements

(1.12)

In both the mathematical analysis of finite element methods and in their applica-
tion to specific problems, it is natural to consider each element in a partitioning
of the domain (or finite element mesh) to be the image of a standard reference
element K. The reference element defines the element type while providing the
template on which element computations are performed. For instance, in the case
of a triangular element the reference element may be taken as

K = {(x, fj) : 0 :s; x :s; 1; O:S; fj ::; 1 - x}

or, in the case of quadrilateral elements

]{={(x,fj):-l:::;x:S;l; -l:S;fj:S;l}.

(1.13)

(1.14)
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Polynomial spaces of degree P E IN are defined on the triangular and quadrilateral
reference elements respectively by

and
Q(p) = span {iiit :0 :s; j, k :s; p}

(1.15)

(1.16)

In three dimensions, hexahedral, tetrahedral or prismatic reference elements are
used with analogous polynomial spaces.

Finite Element Spaces

Let P be a locally quasi-uniform partitioning of a connected, bounded, polygo-
nal domain 0 into triangular and quadrilateral elements. For simplicity, assume
that there exists an invertible mapping FK : J{ H J{ that is affine for triangu-
lar elements and bilinear for quadrilateral elements. Each element is assigned a
parameter pK E IN controlling the degree of approximation on the element. A
polynomial space PK is thereby selected to be either Q(PK) or P(PK) as appro-
priate. The finite element space X consists of continuous piecewise polynomials

x = {v E C(O) : VIK = v 0 Fi(l for some v E PK for all K E p} . (1.17)

If the polynomial degree pK is non-uniform over the partition P then the contim1-
ity requirements may impose constraints on the approximation in the particular
element which mean that the effective polynomial degree within the element is,
in essence, reduced. When we speak of the polynomial degree PK, it will be un-
derstood to mean the effective polynomial degree. Further, the subscript J{ will
be often be omitted.

Approximation Theory

Approximation theoretic results concerning approximation using piecewise poly-
nomials on partitions will be required. A number of results concerning approx-
imation of continuous functions on regular partitions are known and well d.OCU-
mented. III the l1terature l~7J. Un occasion, it will be necessary to approximate
functions that may be discontinuous on partitions that are only supposed to be
locally quasi-uniform. Such approximations have been considered by CLEMENT
[28] and SCOTT AND ZHANG [54]:

Theorem 1.1 Suppose P be a locally quasi-uniform partitioning of the domain
O. Let K be any element in the partition and denote

K = int{UJ: JnK is non-empty}. (1.18)
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Suppose that 0 :s; l :s; p + 1 and m are integers and r, s E [1,00] are chosen so
that the embedding Wl,r(K) y Wm,S(K) holds. Then, for any v E Wl,r(K) there
exists I1xv E X such that

II II C( )hl-m+2(1/s-1/r) II II -v - I1xv Wm"(K):S; ')'0, P K V w'.r(K)· (1.19)

The approximation operator I1x : Wl,r(K) -+ X shall also be referred to as the
X -interpolation operator.

1.5 Model Problem
Let 0 c ]R? be a bounded domain with Lipschitz boundary ao. Consider the
model elliptic boundary value problem of finding the solution u of

- ~ u + cu = f (x) in 0

subject to the boundary conditions

auan = g on fN

and

(1.20)

(1.21)

u = 0 on rD. (1.22)

The data is assumed to be smooth, i.e.f E L2(O), 9 E L2(rN), c is a non-
negative constant and the boundary segments rN, rD are assumed to be disjoint
with r N U r D = an. The unit outward normal vector to ao is denoted by nand
belongs to the space [Loo(aO)r.

The variational form of this problem is to find u E V such that

where V is the space

and where

B(u, v) = L(v) \Iv E V

B(u, v) = In (Vu· Vv + cuv) dx

(1.23)

(1.24)

(1.25)

and
L(v) = r fvdx+ r gvds. (1.26)in JrN

Suppose that X C V is a finite element subspace. The finite element approxima-
tion of this problem is to find Ux E X such that

B(ux,vx) = L(vx) Vvx EX. (1.27)
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The error e = u - Ux belongs to the space' V and satisfies

B(e, v) = B(u, v) - B(ux, v) = L(v) - B(ux, v) \Iv E V. (1.28)

Moreover, the standard orthogonality condition for the error in the Galerkin
projection holds

B(e, vx) = 0 \lvx EX. (1.29)

1.6 Properties of A Posteriori Error Estimators

There are many techniques for error estimation. One can extrapolate approximate
solutions obtained on sequences of progressively finer meshes or on sequences of
meshes with shape functions of increasing order and then compare solutions to
obtain an indication of the error. Such methods can be quite effective when data
structures admit such multilevel computations. One popular method amongst the
engineering community is to postprocess the approximation Ux to obtain more
accurate representations Qf the gradient G (ux). One can then use the difference
G(ux) - \lux as an estimate for the error. This type of approach can lead to
surprisingly good error estimators and is discussed in Chapter 2. One of the
weaknesses of the method and at the same time, one of its advantages, is that no
use is made of the information from the original problem.

Other error estimators make useVthe data for _the problem and properties
of the error in various ways. For instance, the approximation error satisfies
the residual equation (1.28) and the orthogonality condition (1.29). A residual
equation similar to (1.28.) may be obtained by integrating by parts over each
element leading to

r (Ve· Vv + cev) dx = r rvdx+ 1 v (nK' \lu - nK' \lux) dsh h kK
where r is the residual

r = f + !:::.ux- CUx

(1.30)

(1.31)

and nK is a unit exterior normal to the element boundary 8K. Under suitable
conditions, the solution to (1.30) may be bounded by

(1.32)

where C1 and C2 may depend upon the element size hK and other mesh param-
eters. Replacing the flux on the element boundary by a suitable approximation
leads to a bound on the error on the element K (apart from the constants C1 and
C2). This type of estimator is referred to as an explicit estimator and is discussed
in Chapter 3.
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The presence of the constants C1 and C2 in the explicit a posteriori error
estimators leads one to consider trying to solve an approximate local boundary
value problem for the error of the form

r (V<pK,Vv+c<PKv)dx= r rvdx+ 1 v(gK-nK·\1ux) dsJK JK J8K
(1.33)

where gK is an approximation to the boundary flux. The solution <PKmay be
used as follows

(1.34)

to provide a measure of the error content in the approximation associated with
element K. The approach raises a number of issues:

• the infinite dimensional space containing the error must be approximated
by an appropriate finite dimensional subspace

• the boundary flux UK . \1u must be approximated in some effective way

• if C = 0 the error residual problem may have no solution unless the condition

is satisfied.

r r dx + 1 (g K - UK . \1ux) ds = 0JK J8K
(1.35)

(1.36)

The general process just described is an example of an implicit error residual
method. It is said to be implicit because the error residual problem must be solved
over each element to determine the error estimator 111<pKIII. Implicit estimators
are the subject of Chapter 4. Chapter 5 deals with implicit error estimators in
which the boundary fluxes are specially constructed so that the local problem
is well posed. The resulting estimators may be shown to possess several very
powerful properties.

If 17K is a local error estimator on element K then the global error estimate 17
is usually taken to be

{ }

1/2

17 = L 17k
KE'P

A major property demanded of all successful error estimators is that positive
constants CI, C2 exist such that

(1.37)

where Illelll is the global error in the energy norm. Then 17tends to zero at the
same rate as the true error. The quality of an estimator is often judged by global
effectivity indices

TJ
Illelll (1.38)
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or local effectivity indices
17K

11\eIIIK
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(1.39)

These indices can be used to measure the quality of an estimator when the ex-
act error or a good approximation of it are known. Naturally, one hopes that
effectivity indices close to unity can be obtained, but global effectivity indices
of 2.0-3.0 or even higher are often regarded as acceptable in many engineering
applications.

Throughout, the ideas are presented for the simple model problem in the
plane. For the most part, the analysis may be easily extended to three dimen-
sions. Therefore, we shall comment on higher dimensions only in cases where
the extension is not immediately apparent. The extension of the results to more
general problems may be less straightforward. Therefore, in Chapter 6 appli-
cations to more complicated problems are given including problems with side
constraints (such as the Stokes' problem); unsymmetric operators (Oseen's equa-
tions); non-linearities (the incompressible Navier Stokes' equations); and unilat-
eral constraints (the obstacle problem).

Essentially all of the results are already known in the literature. However,
it is hoped that by presenting the results in a single notation the interrelation
between different techniques will be more apparent. Furthermore, in many cases
the presentation is much simpler than the original references. Chapters 2, 3 and
4 may be read independently. Chapter 5 is also largely independent of the earlier
chapters, although the reader might find it helpful to first read Chapter 4.



Chapter 2

Estimators Based on Gradient
Recovery

A particularly simple approach to error estimation consists of obtaining a contin-
uous approximation to the gradient by postprocessing the gradient of the finite
element approximation. These often rather crude methods can result in sur-
prisingly good approximations to the true gradient. The difference between the
postprocesses approximation and the direct approximation is then used as an
estimate of the error, often quite successfully. The current chapter follows [5]
and attempts to provide a simple framework for analyzing such recovery based
estimators.

2.1 A Priori and A Posteriori Error Estimates

Consider the model problem in Section 1.5. Typically, the error in the finite
element approximation may be bounded a priori by an estimate of the form

-'

(2.1)

where C is a constant independent of hand u; and 111·111 is the energy norm
for the problem. The a priori estimate reveals the rate of convergence but is of
limited use if one requires a numerical estimate of the accuracy. The difficulty
is that either the constant C is unknown or if bounds are found on C, then the
estimate will generally be extremely pessimistic, and that the solution u is also
unknown.

One way to improve the prospects of finding a reasonable estimate of the
discretization error is to use the finite element approximation itself. Error esti-
mators can be easily developed using heuristic arguments as follows. Suppose the
coefficient c = 0; then the expression for the true error is

(2.2)

17
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If the true gradient were known then it would be a relatively easy matter to sub-
stitute it into this expression and to calculate the true error exactly. Intuitively,
a reasonable error estimator should be obtained using an approximation to the
gradient in plese of \1u.

A technique that is popular with the engineering community is the averaging
method. The gradient of the finite element approximation provides a (discon-
tinuous) approximation to the true gradient. This may be used to construct an
approximation at each node by averaging contributions from each of the elements
surrounding the node. These values may be interpolated to obtain a continuous
approximation over the whole domain. While the method is apparently rather
crude, it can be astonishingly effective. The case c i=- 0 is dealt with by arguing
that the dominant term in the error is the component containing the derivatives,
and so it should be enough to estimate this dominant part only. In effect, the
absolute term is simply ignored.

The intuitive argument is appealing but does little to provide confidence in
the resulting estimator. Several estimators actually used in practice are based on
replacing \1u by a quantity which is believed to be a good approximation. Part
of the reason for the popularity of such methods is that frequently, a suitable
gradient (or stress) recovery module is already implemented in the finite element
code.

Conversely, it is found that some rigorously analyzed estimators obtained in
quite different ways fall within the framework of corresponding to a particular
choice of recovered gradient. The next section is devoted to developing a general
result for analyzing estimators falling within this framework.

2.2 Complementary Variational Principles

The error in the finite element approximation is the solution of a boundary value
problem is analogous to (1.23). In fact, replacing u = e + Ux in (1.23) and
rearranging gives

e E V: B(e,v) = L(v) - B(ux,v) \Iv E V. (2.3)

The function Ux is regarded as being known explicitly since we envisage using
Ux itself in obtaining estimates of the error. Equally well, e is the solution to a
variational problem

e E V : J(e)::S J(w) \lw E V

where J is the quadratic functional

1
J(w) = -B(w, w) - L(w) + B(ux, w).

2

(2.4)

(2.5)
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There is a unique solution to (2.4) since B(·,·) and L() are bounded on V. Notice
that using (1.23) gives

J(e)
1
-B(e, e) - L(e) + B(ux, e)
2
1
-B(e, e) - B(u, e) + B(ux, e)
2

1 ( 1 2-2B e, e) = -2111elll . (2.6)

This result in conjunction with (2.4) gives

IIIelW = -2J(e) 2: -2J(w) \;fw E if (2.7)

An interesting consequence of (2.7) is that for any w E V we can calculate a
lower bound on the error Illelll. In general the lower bound will be poor, or even
trivial, unless w is chosen suitably. The best choice is w = e.

In practice we are interested in finding an upper bound on the error. An
alternative variational principle is ~sociated with the primal variational problem
(2.4). This complementary variational principle may be used III a similar manner
to the primal prInCIple wIth the important difference that an upper bound is
obtained. For instance, consider Poisson's equation in lR?:

- V2u = J in n; u = 0 on ao.

The primal problem for the error is

e E V : J(e) :s; J(w) \;fw E V

where
J(w) = ~ { IVwl2dx - { fwdx+ ( Vux' Vwdx.2in in in

The complementary problem is to find p such that

pEW : g (p) 2: g (q) \;fq E W

where g is the quadratic functional

and W is the set

W = {q E H (div ,n) : V· q + J = 0 in o}

with

(2.8)

(2.9)

(2.10)

(2.11)

(2.12)

(2.13)
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It may be shown that the unique solution of the complementary problem is p =
Vu and

-2Q(Vu) = 11\eIW.
Combining these results gives

Illelll :s; V-2Q(q) Vq E W.

(2.15)

(2.16)

Therefore, to obtain a computable upper bound on lilelll, we need only make a
suitable choice of q to substitute into the functional Q(q). The best choice is
q = Vu. However, the constraint condition (2.13) on the choice of functionE is
the main drawback. making the construction of feasible functions q awkward.

One possibility is to obtain a suitable q by means of a finite element discretiza-
tion of the complementary problem as suggested by AUBIN AND BURCHARD [10]
and DEVEUBEKE [29]. The method requires the solution of a global problem,
essentially to satisfy continuity requirements. Unfortunately the computational
effort required in the solution of any global problem is comparable with that of
obtaining the finite element approximation itself, in which case it would be sim-
pler to resolve the original problem using a finer discretization. It ought to be
unnecessary to carry out any further global computation since there is already
global information in the finite element approximation itself to enable a sensible
choice of q to be made giving a realistic bound on the error.

Another difficulty is that the equality constraint on q

V·q+ f = 0 in n (2.'17)

must be satisfied exactly. This rules out any possibility of using a simple function
q, unless f is itself simple. One would expect it to be sufficient to satisfy the
condition approximately.

The constraint may be relaxed by making use of a device used by BABUSKA

AND RHEINBOLDT [14]. Firstly, we define a new bilinear form B(.,.) by

B(u,v) = fnVu'Vvdx+ fn>.uvdx (2.18)

where>. > 0 is a constant specified later. The following problem is a perturbed
version of (2.3):

Y E V: B(y,w) = L(w) - B(ux,w) Vw E V (2.19)

The solution may be characterized as the solution of the primal variational prob-
lem

where

Y E V: J(y) :s; J(w) Vy E V (2.20)

- 1-
J(w) = -B(w, w) - L(w) + B(ux, w). (2.21)

2
The following theorem gives the complementary principle associated with the
perturbed primal problem.
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Theorem 2.1 Let Q(p) be the quadratic functional'on H(div, 0) given by

21

- 1 2 11
2Q(p)= Ip-Vuxl dx+ -(J+V·p-cux) dx.

n n A

Then the following bound holds:

(2.22)

B(y, y) = Q[V(ux + y)] :s; Q(p) 'v'pE H(div, D). (2.23)

Proof. At a stationary point of the variational problem (2.23)

V· [V(ux + y)] + f - cUx = Ay·

Let p = V(y + ux). Since both Ux and y belong to V

'V . p = cUx - f + AY E L2(O).

(2.24)

(2.25)

Consequently p E H(div, S1).A direct calculation using (2.24) shows that

Q(p) = In IVyl2dx + A In y2 dx = B(y, y).

Now let 1] E [0,1] and q, r E H(div, D). It is easily shown that

Q[(l-1])r + 1]q] :s; (1 -1])Q(r) + 1]Q(q)

so g is convex. Furthermore

~ d~ {Q[(l - 1])p+1]qJ}117=0

k(q-P)'Vydx+ kyv.(q-.p)dx

k V . [y( q - p)] dx

r y(q-p).nds=O
Jan

(2.26)

(2.27)

(2.28)

where we have used (2.24) and recalled that y E V. Thus g is stationary at p
and the result follows. •

The result in Theorem 2.1showsthat the functional Q(p) delivers an upper bound
on y measured in the perturbed energy norm lilylli. = J B(y, y). In essence the
result is similar to (2.16). However, there is an important difference. If (2.23)
is used to find an upper bound on IIlylll. then there is no equality constraint to
satisfy. This makes (2.23) a more amenable result. However, the bounds are on
IIlylll. instead of IIlelll. The fact that y is the solution of a perturbed version of
(2.3) characterizing e means there is a relationship between the functional Q(p)
and Illelll. The followingresult quantifies this statement.
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Theorem 2.2 Suppose that there exist positive constants C, µ such that

lIeIlL2(11) :s; ChµlIlelll (2.29)

where C and µ do not depend on h or u. Let.\ = M h-µ where M > 0 is a
constant. Then for any p E H( div ,0) and h sufficiently small

IIIelW :s; {I+ O(hµ)}Q(p) (2.30)

where the constant in the O(hµ) term is independent of u and h.

Remark If 0 is a convex domain then the Aubin-Nitsche Trick shows that the
assumption (?.29) holds with µ = 1. If the domain n is not convex, then the
assumption holds with µ > 0 depending on the maximum interior angle.

Proof. From (2.3) and (2.19) we have

B(e, w) = B(y, w) Vw E V. (2.31)

Since e E V and y E V

lI!elW = B(e, y) = B(e, y) + ((.\- c)e, y) = B(y, y) + ((.\- c)e, V). (2.32)

For h sufficiently small, 0 :s; c :s; .\ and so

1((.\ - c)e, y)1 :s; 2).lleIlL2(11) IIvIIL2(11)
:s; 2).1/21IeIlL2(11) Illylll.
:s; 2C.\1/2hµlllellllllvlll.·

where (2.29) was used. Replacing). with Mh-µ and using the elementary in-
equality 2ab :s; a2 + b2, we obtain

1((.\ - c)e, y)1 :s; CM1
/
2hµ/2(lIleIW + IlIylll;)·

Rearranging (2.33) gives for sufficiently small h

111e1W:s; {I + O(hµ)}lllylll:

(2.34)

(2.35)

and the result follows on applying Theorem 2.1. •

Theorem 2.2 shows that the functional associated with the perturbed primal
problem can be used to obtain approximate upper bounds on lileili. The in-
troduction of the perturbed variational formulation has resulted in the equality
constraint being removed at the expense of introducing a second term into Q(p).

Theorem 2.2 is a tool that may be used in the analysis of the various heuristi-
cally proposed error estimators. If such an estimator can be shown to be related
to a particular choice of p in (2.30), then Theorem 2.2 immediately shows that
the resulting estimator ,,"ill be an asymptotic upper bound on the error. There
are many heuristically proposed estimators to be found in the literature, yet it is
found that many of them may be profitably viewed as corresponding to a partic-
ular choice of p in Theorem 2.2. In addition to the heuristically based estimators,
some rigorously analyzed estimators are also found to fit in this scheme.
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2.3 Recovery Operators
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In this section we define and analyze a class of schemes that make use of the
finite element approximation Ux to find a suitable approximation to \lu. Later,
we analyze the properties of the resulting a posteriori error estimators.

In particular we shall identify a set of conditions sufficient for the operators
Gx guaranteeing that Gx(IIxu) is a good approximation to the true gradient.

Consistency Condition

Naturally, if the error estimator is to be asymptotically exact, the recovery scheme
must give an approximation consistent with the true gradient in certain circum-
stances. Again, let X denote the finite element subspace, X c V, and suppose
that X contains polynomials of degree :s; p (recall (1.17)). Let Xp+1 be a higher-
dimensional subspace X c Xp+l C V, say, with polynomials of degree :s; p + 1.

(R1) If u E Xp+1 then
Gx(IIxu) == \lu (2.36)

where IIx is the X -interpolation operator.

The consistency condition does not determine Gx uniquely and provides a con-
venient and simple criterion to work with.

Localization Condition

An important practical requirement is that Gx should be inexpensive to com-
pute. Specifically, it must be possible to compute Gx without recourse to global
computations: otherwise it would be simpler to resolve the original finite element
problem on a finer mesh. Particularly convenient schemes are those where the re-
covered gradient at a point x" is a linear combination of values of the gradient of
the finite element approximation sampled in a neighborhood of the point x". Let
K denote the patch consisting of the element K and its neighbouring elements

K = int {UJ: JnK # 0}. (2.37)
The localization condition is:

(R2) If x" E K then the value of the recovered gradient Gx[v](x") depends only
on values of \lv sampled on the patch K.

The following standard approximation theoretic result will be useful:

Theorem 2.3 Let s, mE ztl be such that m > s + 1. Then for any u E Hl(O)
and p ~ m, there holds

Ilu - IIxullw,.oo(n) ~ Chm-s-1Iu!Hm(n) (2.38)

where C > 0 is independent of h.

lz+ is the space of non-negative integers.
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Boundedness and Linearity Conditions

Ideally Gx should be a simple function that may be evaluated and integrated
easily. If Gx is similar to functions belonging to the space used to construct the
finite element subspace then existi~g routines from the finite element code may
be used to manipulate Gx. These considerations lead to

(R3) Gx : X --t X X X is a linear operator and there exists a constant C
(independent of h) such that

2.3.1 Approximation Properties of Gx
The conditions (Rl )-(R3) imply the operator Gx possesses various approxima-
tion properties. In particular, when u is smooth, Gx (I1xu) is a good approxima-
tion to \lu.

Lemma 2.4 Suppose that Gx satisfies (Rl)-(R3) and that u E HP+2(K). Then

(2.40)

where C > 0 is independent of hand u.

Proof. Let
F[u](x) = [\lu - Gx (IIxu)] (x) x E K.

Suppose u E HP+2(K). By (R1) and the linearity of Gx

(2.41)

Here it is understood that II>t is the interpolation operator with range Xp+1'

With the aid of (R3)

IIGx[IIx(u - II>tu)]II < C IIIx(u - II~+1u)1 - . (2.43)Loo(K) - Wl,oo(K)

The mesh is quasi-uniform on the patch K so

and
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The mesh is quasi-uniform on the patch K so

and

25

(2.44) .

Hence,

IIF[u]IILoo(K) :s; lu - rr~+lulwl.oo(i<) + Ch-111u - rrj;+luIILoo(K) . (2.46)

Theorem 2.3 then shows that

(2.47)

Finally, noting that

gives the desired result.

This local result can be used to obtain a global estimate:

(2.48)

•

Lemma 2.5 Suppose that Gx satisfies (Rl)-(R3) and that u E HP+2(O). Then

where C > 0 is independent of hand u.

Proof. Sum over the elements using Lemma 2.4.

2.4 The Superconvergence Property

(2.49)

•

It has been shown that if a recovery operator Gx is found satisfying the conditions
(R1)-(R3), then applying the operator to IIxu furnishes us with good approxi-
mations to the derivatives of u. Consider now the effect of applying Gx to the
finite element approximation itself. In some circumstances, for instance if the
superconvergence phenomenon is present, then applying Gx to the finite element
approximation itself gives equally good approximations to the derivatives.

The superconvergence property can be appreciated by recalling the standard
a priori error estimate

(2.50)
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The estimate (2.50) is optimal in the sense'that the exponent of h is the largest
possible. In fact, for the h-version finite element method one has that

IIlelll ~ C(u)hP (2.51)

for some constant C(u) > 0 depending only on u. The constant C(u) vanishes
only in trivial cases.

Superconvergence is present if, under appropriate regularity conditions on the
partition and the true solution, an estimate of the form

(2.52)

holds. Comparing (2.51) and (2.52) shows that \lux is a better approximation
to \lIIxu than it is to \lu. This will be referred to as the superconvergence
property.

(SC) There exists a constant C independent of h such that

(2.53)

The precise assumptions used to obtain such estimates differ according to the
type of finite element approximation scheme being used. It should be stressed
that superconvergence will only occur in very special circumstances. A
survey of superconvergence results is contained in KRIZEK AND NEITAANMAKI
[44].

Lemma 2.6 Suppose u E HP+2(O), Gx satisfies (Rl)-(R3) and (Se) holds.
Then

IIV'u - Gx(ux)IIL2(n) :s; C(u)hpH

holds where C > 0 is independent of hand u.

Proof. By the Triangle Inequality and the linearity of Gx

(2.54)

The boundedness property (R3) of Gx implies

(2.56)

where the Inverse Property [27](p.142) has been applied separately on each of
the elements in K. Summing over the elements and using Lemma 2.4 and (SC)
gives the result as claimed. -
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2.4.1 A Posteriori Error Estimators
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Consider the class of error estimators obtained by using Gx (ux) instead of '\1u
in the expression for the error. That is, the estimator on element K is TJK where

(2.57)

(2.58)

The global estimator is obtained by summing contributions from the elements.

Theorem 2.7 Let TJ be the a posteriori error estimator defined above. Assume
that (Be), (R1)-(R3) and (2.51) hold. Then

l~ 1I1~111 = 1.

Proof. By the Triangle Inequality, (2.29) and the foregoing results

ITJ -'"e"'1 :s; IIGx(ux) - \lux - \leIIL2(O) + C IleIlL2(o)

IIGx(ux) - \luIIL2(O) + Chµlllelll, µ ~ 1

< C(u)hpH + ChµlIlelll·

The result follows from (2.51).

(2.59)

•
Theorem 2.7 reduces the problem of finding a posteriori error estimators to

using the existing superconvergence results to define an appropriate recovery
operator Gx. Consequently, whenever we have superconvergence results for a
particular finite element scheme, it is then possible to define an a posteriori error
estimator that is asymptotically exact.

2.5 Examples of Recovery Based Estimators
The theory will be illustrated by deriving error estimators for some particular
types of finite element approximation scheme. This will show how an existing
estimator fits into the framework; how another popular estimator can be viewed
as a simplified recovery based estimator; and, how.new estimators can be easily
derived.

2.5.1 The Babuska and Rheinboldt Estimator

Consider piecewise linear approximation in one dimension. There are many types
of a posteriori error estimator available for this case. The purpose here is not
to obtain new results, but to show how an existing estimator fits within the
framework.
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A superconvergence result is known for this situation (c.f. ZLAMAL [65]): if
u E H3(O); P = 1, and the mesh is quasi-uniform then

(2.60)

where IIx interpolates at the endpoints of the elements. The recovery operator
is constructed using the process shown in Figure 2.1. The operator is linear and
based on values of the direct approximation to the gradient sampled on the set
K as shown in Figure 2.1. It is easily verified that for any piecewise quadratic
function v one has Gx(IIxv) Vi. Moreover,

(2.61 )

where I . IW1.OO(K) is the seminorm on the Sobolev space W1,OO(K). Therefore,
(SC) and (R1)-(R3) are valid. The estimator on element K is

(2.62)

The estimator is precisely the estimator originally proposed and analyzed by
BABUSKA AND RHEINBOLDT [14](Definition 6.3). Previously, the estimator was
obtained by an argument based on locally projecting the error onto a quadratic
function that vanishes at the nodes. For further details see [14]where numerical
examples illustrating the effectiveness of this estimator will also be found;

2.5.2 An Estimator for Quadratic Approximation
Consider approximation using piecewise quadratic functions in one dimension.
The superconvergence property holds in this situation, see LESAINT AND ZLA-

MAL [46]. A recovery operator Gx may be defined by exploiting the result:
if the true solution is cubic then the true gradient ul and the gradient of the
quadratic interpolant IIxu, coincide at the nodes used in the 2-point Gauss Leg-
endre quadrature rule on the element. Therefore, on the element [Xi, Xi+1] we
sample the gradient at the points

(2.63)

The next step is to define the recovery operator Gx. This is done by first recov-
ering the gradient at the nodes and the centroid of each element. There are many
possible ways to carry out this process (many of which fall within the framework).
We shall use a cubic interpolation process to interpolate the gradient sampled at
the Gauss Legendre points. A procedure based on quadratic interpolation would
meet the recovery criteria (Rl)-(R3) but would give an unsymmetrical scheme.

The recovery operator Gx is as follows:
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• the value of Gxlv] at the centroid of element [Xi, Xi+d is taken to be the
value of the of the cubic polynomial interpolating to v' at the points

(2.64)

• the value Gxlv] at a node Xi is the value of the cubic interpolating to v' at
the points

(2.65)

• the function Gx[v] is taken to be the X-interpolant of the recovered values
at the cent.roids and nodes.

It is easily verified using elementary manipulations that conditions (R1)-(R3) are
satisfied. Theorem 2.7 then shows the estimator is asymptotically exact. One
could obtain an explicit expression for the estimator in terms of the values of
the finite element approximation at the Gauss Legendre points. However, this is
unnecessary since the recovery process combined with a quadrature rule provides
a simple method of implementation. Examples showing the performance of the
estimator will be found in [5].

2.5.3 The Kelly, Gago, Zienkiewicz and Babuska Estima-
tor

Consider the finite element approximation of Poisson's equations using piecewise
bilinear approximation in two dimensions. For the sake of simplicity assume each
of the elements K is a square with sides of length h parallel to the axes.

Results from ZLAMAL [65, 66] show that the superconvergence property eSC)
holds for this situation

(2.66)

where llx is the bilinear interpolant at the vertices of the mesh. The recovery
operator Gx is piecewise bilinear in each component. The values at the vertex
x are obtained by a simple averaging of the gradient sampled at the centroids of
the elements having a vertex at x (see Figure 2.2). If (x, y) is a boundary vertex,
then Gx [v] (x, y) is the value at (x, y) of the bilinear function which interpolates
to Vv at the centroids of the elements that are nearest to the point (x, y). The
operator Gx is linear and bounded since

(2.67)

and a straightforward manipulation reveals

(2.68)
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whenever v is piecewise biquadratic. Consequently, the recovery operator satisfies
conditions (R1)-(R3) and (SC). The estimator 17K on element K is

(2.69)

This estimator will be asymptotically exact thanks to Theorem 2.7.
It is interesting to compare the new estimator with the estimator T]K proposed

by KELLY ET AL [42]:

(2.70)

and where

(2.71)

(2.73)

is the discontinuity in the finite element approximation to the gradient across
the edge between neighbouring elements K and J. Using the midpoint rule for
integration along each side of the element, the estimator (2.70) may be rewritten
as

T]i<=h
2 I: [aux]2 (2.72)
24jC8K an

where the discontinuities are evaluated at the midpoints of the sides. ZIENKIE WICZ
ET AL [61] state that the derivation of (2.72) is complex and subject to many
heuristic arguments.

KELLY ET AL [42] note that the estimator bears out practical experience
that the accuracy of the approximation is related to the discontinuity of the
finite element approximation to the gradient on the interelement boundaries.
The recovery based estimator (2.69), like (2.72), is found after a lengthy but
otherwise straight forward manipulation, to depend on the discontinuities in the
finite element approximation to the gradient. The dependence is more intricate
than in (2.72) involving, in addition, differences in tangential components at the
centroids. The estimator (2.70) uses gradients sampled from the element K and
elements sharing a common edge, while the estimator (2.72) also involves elements
sharing a common node as shown in Figure 2.2.

The estimator (2.69) may be simplified by avoiding terms arising from ele-
ments sharing only a common node. This may be achieved by taking the values
of the recovered gradient at the vertices to be (see Figure 2.2)

Gx[v](x, y) = ~ [VVIX_~h,Y+~h + VVIX+~h,Y-~h] .

The new recovery operator satisfies (R1)-(R3) and gives rise to an estimator iden-
ticai to T]K. The estimator derived by Kelly et al. therefore may be viewed using
the above framework. This approach makes the derivation of (2.72) straightfor-
ward.
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It might seem that the estimator 1JK is too complicated to be of practical
use. However, it is in many ways much simpler than the Kelly estimator. For
instance, with the Kelly estimator it is not obvious how one should define the
value of the jump along the exterior boundary ao. This difficulty does not arise
with the recovery based estimator. The recovery based approach even provides
the answer: the value of should be taken to be the jump on the opposite side
of the element. The performance of the estimators for an idealized problem is
shown in Table 2.1, taken from [5].

2.5.4 Zienkiewicz Zhu Patch Recovery Technique
An alternative type of recovery estimator was introduced by ZIENKIEWICZ AND

ZHU [63, 64]. Let 'It denote the set of vertices in the finite element:...partition. The
recovery operator Gx is defined by first identifying the patch Om of elements
having a vertex at Xm E 'It. That is,

(2.74)

where Om is the pyramid function associated with the node Xm. An intermediate
recovered gradient GX,m is then constructed for each patch and the final recovered
gradient is obtained by averaging

1
Gx[ux](x) = -I 'It 1 2:= GX,m[UX] (x).

mE>V
(2.75)

The intermediate functions Gx m are constructed using values of the gradient of
the finite element approximatio~ sampled on the patch Om. Let Z(m) denote the
set of points at which the gradient is to be sampled. For instance, working with
quadrilateral elements one would use the Gauss Legendre quadrature points (see
Figure ??). For triangular elements, the set Z(m) consists of the points shown
in Figl;ITe 2.3. Further examples will be found in [63, 64].

. The function GX,m is obtained by calculating a least squares fit to the gradient
sampled at the points Z(m). The function GX,m is assumed to be of the form
X x X where X is the finite element subspace. That is

(2.76)
n

where 4:>n(x) form a basis for the finite element subspace X and Qn are constant
vectors chosen to minimize the expression

2:= {GX,m(z) - \i'uX(z)}2.
ZEZ

(2.77)

Of course, in the su_mmation (2.76), only degrees of freedom associated with
elements in the patch Slm need be considered. This means that the actual value
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of the final recovered gradient Gx on an element K will depend only on values
sampled from the patch K of elements neighbouring K. Therefore, condition
(R2) will be satisfied. Equally well, the recovery operator is linear and bounded
so that condition (R3) is also valid. The superconvergence condition (SC) and
condition (Rl) can be satisfied by selecting the sampling points Z(m) to con-
sist of the points at which superconvergence occurs. If this is the case, then
the estimator will be asymptotically exact according to Theorem 2.7. This is
confirmed in numerical examples [63, 64]. However, it is often the case in prac-
ti~al computations that the superconvergence property is not satisfied, or, the
sampling points may be chosen differently. The estimator might be expected to
degrade in such circumstances. In fact, it is found that the estimator is astonish-
ingly robust, continuing to perform satisfactorily even in quite extreme situations
BABusKA ET AL [17, 18]. While Theorem 2.2 suggests that the estimators might
tend to bound the error asymptotically, the reason behind the robustness of the
estimators remains an open question.

2.6 Summary

The error estimation techniques often used in the engineering community and
sometimes referred to as averaging based error estimators have been considered.
The development can be thought of as consisting of two main parts. Firstly, the
derivation of Theorem 2.2. As a special case, this shows that (for h suffieiently
small) the averaging based estimators should tend to overestimate the true error.

It is only if one wishes to obtain two-sided estimates or asymptotic exact-
ness that it then becomes necessary to make the additional and rather stringent
assumption concerning the superconvergence property. Under this condition, it
was shown that a class of estimators based on the use of recovery operators Gx
will be asymptotically exact. The recovery operators are closely related to the
averaging based schemes and in some cases are identical. In this respect, the the-
ory developed for the recovery operators Gx and the associated error estimators
can be regarded as providing some indication of the behaviour of the averaging
based schemes and how they might be modified to enhance their performance.



Chapter 3

Explicit A Posteriori Estimators

3.1 Introduction

Consider the model problem in Section 1.5. Suppose that the finite element
approximation Ux has been computed. ThE: basic issue in a posteriori error
estimation is embodied in the question: how can the discretization error e be
estimated? In order to provide an answer one may make use of

• the Galerkin approximation Ux itself

• the data f and 9

• equation characterizing the true error:

B(e, v) = B(u, v) - B(ux, v) = L(v) - B(ux, v) 'tv E V. (3.1)

• the Galerkin orthogonality property:

B(e, vx) = 0 'Vvx EX. (3.2)

The following section illustrates how these may be used to derive a simple a
posteriori error estimate.

3.2 A Simple A Posteriori Error Estimate

The first step is to decompose the equation (3.1) for the error into local contri-
bution~ from each element:

B(e, v)
L(v) - B(ux, v)

L {r fvdx + r gvdx - r (Vux' Vv + cuxv) dX} (3.3)
KE"P JK J8KnrN JK

33
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for all v E V. Integrating by parts over each element gives

B(e,v) = L{r rvdx+ r Rvds- r aauXVdS} (3.4)
KEP JK JaKnrN JaK\rN nK

where r is the interior residual

r = f + t1ux - cUx in I<

and R is the boundary residual

aux
R = 9 - -a on aI< nrN

nK

(3.5)

(3.6)

where nK is the unit outward normal vector to aI<. Each of these quantities
is well defined thanks to the smoothness of the data and the regularity of the
approximation Ux on each element. The contribution from the final term in (3.4)
can be rewritten by observing that the (trace of the) function v is continuous
along :m edge shared by two elements giving

B(e, v) = L { r rvdx + r RvdS} - L 1[aa
ux

] vds (3.7)
KEP J K JaKnrN -rE8P\an. -r n

where the final summation is over all the inter-element edges 'Y on the interior of
the mesh. The quantity

(3.8)

defined on the edge 'Y separating elements I< and J represents the jump discon-
tinuity in the approximation to the flux. The identity (3.8) can be written more
compactly by extending the definition of the boundary residual to incorporate
the jump discontinuity in the flux. Therefore, on interior edges the definition
(3.6) is augmented by

1 raux]R= -2 an (3.9)

(3.10)

so that (3.8) then becomes

B(e,v) = L 1rvdx+ L 1Rvds Vv E V
KEP K -rEap -r

where the final summation is over all the edges in the partition P.
The orthogonality property (3.2) may now be used as follows. For given

v E V, let I1xv be the interpolant to v from the subspace X. Thanks to (3.2)
and the identity (3.10) there holds

0= L 1rI1xvdx+ L 1RI1xvds. (3.11)
K EP K -rEap -r
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Combining this with identity (3.10) gives

B(e, v) = :L 1r(v - I1xv) dx + :L 1R(v - ITxv) ds \:Iv E V (3.12)
K EP K 'YEOP "I

The identity (3.12) plays an important role, indirectly or directly, throughout a
posteriori error analysis. It may be used to derive the a posteriori error estimate
as follows. Applying the Cauchy Schwarz Inequality gives

B(e, v) :s; :L IIrIlL2(K) Ilv - I1xvIIL2(K) + :L IIRIIL2(-Y) \Iv - I1xvIIL2(-y)' (3.13)
KEP --rE8P

Let J{ denote the subdomain consisting of elements sharing a common edge with
element J{

J{ = int{UJ E P: JnJ{ =/: 0} (3.14)

It may then be shown [28] that there exist a constant C which is independent of
v and hK such that

(3.15)

and
Ilv - I1xvIlL2(8K) :s; Ch~2IvIHl(K) (3.16)

where hK is the diameter of the element K. Inserting these estimates in inequality
(3.13) and applying the Cauchy Schwarz Inequality leads to

(3.17)

Finally, noting that IvIHl(!1) ~ IlIvlll and substituting e in place of v gives the a
posteriori error estimate

where 111·111 denotes the energy norm for the model problem IIlvlW = B(v, v).
Apart from the constant C, all of the quantities on the right hand can be com-
puted explicitly from the data and the finite element approximation. Typically,
the terms on the right hand side are regrouped as follows

The purpose in doing so is that defining the local error indicator by 17K on element
J{ by

(3.20)
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allows one to identify contributions from each of the elements. It is then assumed
that each of these quantities is a measure of the local discretization error over each
element. In this way one can use 17K as a basis for guiding local mesh refinements.

Error estimators of this form were originally derived by BABUSKA AND RHEIN-

BOLDT [16J in one dimension; BABUSKA AND MILLER [11] for bilinear approx-
imation in two dimensions; and, KELLY ET AL [42]. Estimators that may be
computed explicitly from the solution and the data are often referred to as ex-
plicit estimators.

3.3 A Simple Error Estimator in the £2 Norm
The estimator derived above gives information about the error measured in the
energy (or any equivalent) norm. The duality argument due to Aubin and Nitsche
[27] plays an important role in the derivation of a priori error estimates in norms
other than the energy like norms. It may also be used in the context of a posteriori
error estimators.

To apply the technique consider the adjoint of the original model problem:

<I>F E V: B(V,<I>F) = (F,v) \Iv E V (3.21)

where F E L2(n) is given data. It is assumed that this problem is regular in
the sense that the solution <I> F has the extra regularity <I> F E H2(O) nV and the
solution operator from L2(0) to H2(O) is continuous

(3.22)

The specific choice of data F equal to the error function e then gives

(3.23)

The residual equation (3.12) plays the same role as in the derivation of the energy
norm estimator

(3.24)

and, as before, the Cauchy Schwarz Inequality gives

B(e, v) :s; L IIrIlL2(K) IIv - IIxvIlL2(K) + L IIRIIL2h') IIv - IIxvIlL2(;)· (3.25)
KE'P -yEOP

Slightly different approximation theoretic results are required; there exists a con-
stant C which is independent of v and hK such that [28]

(3.26)
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and
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IIv - IIxvIlL2(8K) ~ Ch;{2IvIH2(K) . (3.27)

Substituting these estimates and applying the Cauchy Schwarz Inequality leads
to

(3.28)

and so, with the aid of the regularity assumption there follows

A rearrangement of thE:terms on the right hand side gives an estimator similar
to the one derived before, apart from a higher order scaling

Summarizing, we have proved the following

Theorem 3.1 Suppose that the regularity condition (3.22) holds. Let T/L2(K) de-
note the local error indicator

(3.31)

where rand R are the interior and boundary residuals. Then there exists a
constant C depending only on the shape of the elements such that

(3.32)

For the case of Dirichlet boundary conditions, it may be shown that the adjoint
problem satisfies the regularity assumptions when the domain n is convex. _

3.4 Equivalence of Estimator

The estimator implied by equation (3.19) provides an upper bound on the dis-
cretization error up to an unknown constant. If the estimator is to be used as the
basis of an adaptive refinement algorithm, then it is desirable that it be an equiv-
alent measure of the error. That is to say, there should be a constant C which
does not depend on the solution u, the data f and 9 or the mesh parameter h,
such that

IIIelW < C L T/k-
KEP

(3.33)
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Should such an estimate fail to be valid, 'One cannot expect that the resulting
adaptive procedure will be effective.

The problem of obtaining two sided bounds for explicit estimators such as
the one derived in Section 3.2 was addressed by VERFURTH [59] who devised the
following technique.

3.4.1 Bubble Functions
- ~ -Let K denote a reference element. The interior bubble function "1jJ : K H lR is the

lowest order polynomial which vanishes on the boundary 8K and is non-zero on
the interior of K. An edge bubble function is the lowest order polynomial which
vanishes on all bu t one edge and is non-zero on the interior.

Triangular Elements

In the case of triangular elements

K = {(x, y) : 0 :s; x ::; 1; O:S; y:S; 1 - x}. (3.34)

The functions );1, );2 and ~3 denote the barycentric (area) coordinates on K. The
interior bubble function "1jJ is defined by

and the first edge bubble function is

X = 4);2);3'

Quadrilateral Elements

In the case of quadrilateral elements

K = {(x,y) : -1 :s; x:S; 1; -1::; y:S; I}.

The interior bubble function ;j; is defined by

and the first edge bubble functions is

(3.35)

(3.36)

(3.37)

(3.38)

(3.39)

Lemma 3.2 Let P E H1(K) be a finite dimensional space of functions defined
on the reference element. Then there exists a constant C such that for all v E P

(3.40)
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and
C-11IvIlL2(K) :s; II-if;vIIH1(K) :s; C IIvIlL2(K)

where the constant C is independent of v.

Proof. It is easily seen that the mappings

and

39

(3.41)

both define norms on the finite dimensional space P. The results then follow
immediately from the fact that all norms on a finite dimensional space are equiv-
alent. -

Let J{ E P be any element and FK : K t-7 J{ be an invertible mapping. The
associated bubble functions on element J{ are then defined by

~ F-1X, = XO K' (3.42)

It is assumed that the partition P is non-degenerate. Therefore, there exists a
positive number hK and constants C1, C2 and C3 such that the following prop-
erties hold for each of the local mappings FK:

(3.43)

where JK is the Jacobian of the transformation FK. The set P is defined by

(3.44)

where P is a finite dimensional subspace consisting functions of defined on K.
Theorem 3.3 There exists a constant C such that for all v E P

(3.45)

and
C-1 IlvIlL2(K) :s; lI1/JvIlL2(K) + hK l1/JvIHl(K) < C IIvIlL2(K) (3.46)

where the constant C is independent of v and hK.

-Proof. The result follows by mapping to the reference domain K, applying the
previous lemma and a standard scaling argument. -
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Lemma 3.4 Let::Y c oK be an edge and X the corresponding edge bubble func-
tion. Let P be a finite dimensional space of L2-functions defined on::Y. Then
there exists a constant C such that

Suppose that v E P is extended to K according to the rule

Ev(x, fj) = X(x, fj)v(x)

there exists a constani C such that

In each case the constants C are independent of v.

(3.47)

(3.48)

(3.49)

Proof. The proof is ba.sed on the equivalence of norms on a finite dimensional
space similar to before. _

A scaling argument can be used to translate these results to a general element
K.

Theorem 3.5 Let 'Y C oK be an edge and Xr the corresponding edge ,bubble
function. Let P be the finite dimensional space of functions defined on 'Y obtained
by mapping P. Then there exists a constant C such that

(3.50)

Moreover, there exists an extension of v to K (again denoted by v) such that

(3.51)

In each case the constants C are independent of v.

3.4.2 Bounds on the Residuals
The proof of equivalence makes use of the residual equation (3.10) in conjunction
with special choices of the function v.

The first task is to bound the term 1Ir1IL2(K)' Let rK be a polynomial approx-
imation to the interior residual r on element K. For instance, rK might be the
L2(K) projection onto piecewise constants. Applying Theorem 3.3 gives

(3.52)
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The function v = rK'ljJK vanishes on the boundary of element K. It may therefore
be extended to the whole of the domain 0 giving a function v belonging to the
space V. The residual equation (3.10) then implies

(3.53)

where the first term contains contributions from element K only. Therefore

iK 'ljJKri- dx = iK 'ljJKrK(rK - r) dx + B(e, rK'ljJK) (3.54)

The first term on the right hand side may be bounded as follows; by Cauchy
Schwarz

iK 'ljJKrK(rK - r) dx :s; II'IjJKrKIIL2(J() IlrK - rIIL2(K) (3.55)

and then by Theorem 3.3 (Part 2)

The second term is dealt with similarly

Therefore,

B(e, rK'ljJK) :s; IIlelilK II'IjJKrKIIHl(K)

and by Theorem 3.3 (Part 2)

II'ljJKrKIIHl(K) :s; Chi/ IIrKIIL2(K)

IIrKIIL2(K) :s; C {hJ/llleIIIK + IIrK - rIlL2(K)}

and equally well, by the Triangle Inequality

(3.57)

(3.58)

(3.59)

(3.60)

(3.61)

It remains to bound the terms IIRIIL2(-y)' The argument proceeds in an anal-
ogous fashion. Let Rr be a polynomial approximation to the boundary residual
or jumps. Theorem 3.5 gives

IIRrl12

~ C1X"fR~dsL2(-Y) "f

Let l' denote the subdomain of n consisting of the union of the side 'Y and the pair
of elements (K and J say) sharing the common side 'Y- The function v = Rr X "f

vanishes on the boundary of the subdomain l' and is continuous. Extending to
the whole of the domain 0 gives a function v from the space V. The residual
equation (3.10) with this choice of v yields

(3.62)
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Each of these terms may be dealt with using Theorem 3.5 and the Cauchy Schwarz
Inequality as follows:

h X-rRr(Rr-R) ds :s; Ilx-rRrIlL2(-r) Ilx-r(Rr - R)IIL2(-r) :s; G IIRrll L2(-r) IIRr - RIIL2(-r)
(3.64)

B(e, X-rRr) :s; Gillelll;; Ilx-rRrII :s; Gh;1/211Ielll;; IIRrII (3.65)L2(-r) L2b)
and

This may be used to estimate IIRIIL2(-r) after using the Triangle Inequality and
(3.68) giving

IIRIIL2(-r) :s; G {h;1/21I1el I I;; + h~2l1rK - rIIL2(K) + IIRr - RIIL2bJ . (3.67)

Lemma ~.6 Let rand R denote the interior and boundary residuals associated
with the finite element approximation constructed from the subspace X. Sup-
pose that rK and Rr are finite dimensional approximations to the residuals on an
element K and an edge I C 8K. The approximations need not be globally con-
tinuous. Then there exists a constant C depending only on the shape regularity
of the elements such that

(3.68)

and

Proof. Follows from the previous arguments.

3.4.3 Proof of Equivalence

(3.69)

•

As before, suppose that the finite element subspace X is constructed using piece-
wise polynomials of degree p. Lemma 3.6 is used to analyze the error estimator
as follows. Choose the approximation rK to be L2(K)-projection of the resid-
ual r onto the degree p polynomials which are restrictions of elements of X to
the element K. Similarly, the approximation Ry is the L2(f)-projection of the



3.4. EQUIVALENCE OF ESTIMATOR 43

boundary residual R onto degree p polynomials (this time in one variable) which
are the restrictions of elements of X to the single edge J. Lemma 3.6 then applies
gIvmg

(3.70)

and

IIRIIL2b') :s; C {hKI
/
21I1elll:y + h~2l1rK - rIlL2(K) + IIRr - RIIL2(-r)} . (3.71)

For interior edges, the boundary residual R is simply the jump in the normal
derivative which is itself a polynomial of degree p in one variable. Thus, one
has Rr R on interior edges. Conversely, on the exterior boundaries, one has
Rr - R 9 - ITpg, where ITpg is the polynomial approximation to 9 on the edge
J. Noting that the data c for the original differential equation was constant leads
to rK - r f - ITpf on each element K. Therefore,

(3.72)

and

IIRIIL2(-r) :s; C {hK
I
/
211 lei I l:y+ h~211f - ITpfIlL2(K) + IIg - ITpgIIL2(-rnlN)}' (3.73)

The local error indicator 17K associated with the element K can then be bounded
by

17k :s; C {Illelll~ + hk IIf - IIpflli2(K) + L hK IIg - ITp9Ili2(-Y)} (3.74)
"(c8KnlN

where the constant C depends only on the shape regularity of the element. The
estimate shows that the error indicator is local in a certain sense, since the terms
on the right hand bound involve only contributions from the actual element and
its immediate neighbours. Summarizing the results so far

Theorem 3.7 Let 17K denote the local error indicator

17k= hk IIr.II~(K) + ~hK IIRlli2(8K) (3.75)

where rand R are the interior and boundary residuals. Then there exists a
constant C depending only on the shape regularity of the elements such that

~llleIW:S; L 17k :s; C {llIelW + L h~ II! - IIpflli2(K) + :L hK Ilg - IIpglli2("()}'
KEP KEP "(ClN

(3.76)
Moreover, the local bound

17~ :s; C {lllelll~ + h~ IIf - IIpflli2(K) + L hK Ilg - IIp9Ili2('Y)} (3.77)
'Yc8KnlN

is valid.
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Proof. Follows from previous arguments. ' II

(3.78)

(3.79)

Typically, the terms involving the differences f - ITpf and 9 - ITpg will be small
compared to the other terms. In this sense, the estimator obtained by summing
the local indicators provides an equivalent measure of the actual error in the
energy norm. The local bound (3.77) is of importance for the design of adap-
tive algorithms showing that the estimator gives some indication of the error
distribution and not simply a global bound.

3.5 The Effect of Numerical Quadrature
In practice, the error indicator 'r/Kwill not be computed exactly since the integrals
of the residuals will be performed using numerical quadrature. That is to say,
the actual error indicator iJK will be given by

-2 2 _ 2 1 11- 112'r/K = hK IIrKIIL2(K) + "2hK R, L2(8K)

where fK and R, are once again finite dimensional approximations of the actual
data (but not necessarily the same choices as previously). In fact, if the data is
continuous then the numerical quadrature would correspond to taking fK to be
the polynomial Ipr which interpolates the residual r at the quadrature points.
Equally well, the approximation R, would be the polynomial IpR (this time in one
variable) which interpolates to R at the quadrature points on the boundary,. This
estimator can be analyzed as follows. Firstly, applying the Triangle Inequality
gIves

il'i :s; 'r/'i + h'i IIf - Ipfll~2(K) + L hK IIg - Ipgll~2(-y) .
'Yc8KnrN

With the aid of Lemma 3.6 and proceeding much the same as before one obtains

iJk -:::;C {lllelll~ + hk IIf - IIpfll~2(K) + L hK Ilg - IIp91l~2(')}' (3.80)
'Yc8KnI'N

Combining these results gives a result derived by VERFURTH [58] (but see also
BABUSKA AND MILLER [11] and Section 4.2.4):

Theorem 3.8 Let iJK denote the local error indicator

-2 2 - 2 1 11- 112 ( )'r/K = hK IIrKIIL2(K) + "2hK R, L2(8K) 3.81

where rand R are the interior and boundary residuals. Then there exists a
constant C depending only on the shape regularity of the elements such that

IllelW:s; C { L iJk + L h'i Ilf - IIpfll~2(K) + L hK IIg - IIpgll~2(-y)} .
KEF KEF ,CrN

(3.82)
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(3.88)

(3.89)

Moreover, the local bound

ilk :s; C {lllelll~ + h~ /11 - IIpl/1~2(K) + L hK Ilg - IIp911~2h')} (3.83)
-YCaKnrN

is valid.

If the data 1and g is smooth then the extra terms appearing in the bounds can
be neglected showing that the estimator is in this sense equivalent to the actual
error.

3.6 Error Estimators for W;(Q) and Lp(Q)

3.6.1 Estimates in W;(D), 1<p < 00

The basic argument used to derive the simple error estimator in the energy norm
can be generalized to obtain estimates in the norm on the space W;(O). Let q
denote the conjugate exponent

1 1- + - = 1. (3.84)
p q

The residual equation (3.12) gives

B(e, v) = L 1r(v - IIxv) dx + L 1R(v - IIxv) ds. (3.85)
KEF K "fEap -y

Here IIx is regarded as the map from W;(K) into L2(K) that preserves polyno-
mials of degree :s; p. Applying Holder's Inequality gives

B(e, v) :S; L /lrIlLp(K) IIv - IIxvIlLq(K) + L IIRIILp(-y) /Iv - IIxvIlLq("f)' (3.86)
K~ ~w

Slightly different approximation theoretic results are needed; there exists a con-
stant C which is independent of v and hK such that [28]

IIv - IIxvIlLq(K) :s; ChK IvlwJ(K) (3.87)

and
IIv - IIxvIlLq(aK) < Ch~l/q IvlwJ(K) .

Substituting these estimates and applying Holder's Inequality leads to

{ }

l/P

B(e, v) :s; C IvlwJ(!l) L hk Ilrllip(Kl + L hK IIRllip("{)

KEF "fEap
As usual, the terms may be rearranged to identify contributions from each element

B (e, v) S C IIvllwJ(o) 1:"{hI'.: Ilrlli,(K) + ~hK IIRlli,(8K) r (3.90)
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Theorem 3.9 Let 17wJ(K) denote the local:error indicator

(3.91)

where rand R are the interior and boundary residuals. Then there exists a
constant C depending only on the shape regularity of the elements such that

{ }

l/P

IlellwJ(!1) :s; C L ~rJ(K)
KEP

Proof. The result follows on observing that

B(e,v)
IlellwJ(!1) :s; C vE~f<!1) IIvllwJ(!1)

and then using the above arguments.

(3.92)

(3.93)

•
The effects of using numerical quadrat.ure to approximate the integrals in the
estimator can easily be incorporated.

3.6.2 Estimates in Lp(D), 1< p < 00

One might suspect that the same basic argument used to obtain estimates for
the error in the L2 norm can be extended to the Lp case. Once again, the Aubin-
Nitsche Trick [27] is the essential idea. Consider the adjoint of the original model
problem:

<I>pE V: B(v,<I>p) = (F,v) Vv E V (3.94)

where FE Lq(O) is given data. It is assumed that this problem is regular in the
sense that the solution <I>p has the extra regularity <I>p E W;(O) n V and the
solution operator from Lq(O) to W;(O) is continuous

The specific choice of v equal to the error function e then gives

(e, F) = B(e, <I>p).

The residual equation (3.12) is used as before,

and applying Holder's Inequality gives

(3.95)

(3.96)

(3.97)

B(e, F) :s; L IlrIILp(K) IIv - IlxvIlLq(K) + 2: IIRIILp(,) IIv - IlxvIILq(,)' (3.98)
KEP ,Eap
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The appropriate approximation theoretic results are that there exists a constant
C which is independent of v and hK such that [28]

and
Ilv - IlxvIILq(8K) :s; Ch~-l/q Ivlw,?(K).

With the aid of Holder's Inequality

and, thanks to the elliptic regularity assumption there follows

(3.99)

(3.100)

(3.101)

(3.102)

A rearrangement gives an estimator in the familiar form apart from a different
scaling

(3.103)

Theorem 3.10 Suppose that the domain 0 is convex. Let TJLp(K) denote the local
error indicator

r/{p(K) = h~ IIrllt(K) + ~h}tP IIRllt(8K) (3.104)

where rand R are the interior and boundary residuals. Then there exists a
constant C depending only on the shape regularity of the elements such that

(3.105)

Proof. The adjoint problem satisfies the regularity assumptions when the domain
n is convex. The proof follows using the identity

(e, F)
IleIlLp(n) = F:~!tn)IIFIILq(n)

and the previous arguments.

(3.106)

•
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Chapter 4

Implicit A Posteriori Estimators

4.1 Introduction

Chapters 2 and 3 deal with estimators that can be computed directly from the
finite element approximation and the data for the original problem. The methods
described in the present cha:e.terrequire the solution of a local boundary value
problem approximating the residual equation satisfied by the error itself. The
local error estimator is the norm of the solution of the problem. Such schemes
give rise to implicit error estimators. The boundary value problems are local in
the sense that they are posed either over a single element or a small subdomain
of elements.

One might wonder whether it is worthwhile considering implicit estimators at
all, since explicit schemes are apparently much simpler. There are good reasons
for using implicit schemes. Firstly, the explicit estimators lead to local error
indicators containing generic constants. These constants are in general unknown.
In practice, one can try to find a suitable bounds on the values of the constants.
However, the values of constants would be dictated by the worst case scenario and
therefore would usually give pessimistic estimators. Secondly,there are two types
of residual present in the explicit estimators corresponding the interior and the
boundary. The correct relative weighting to attach to each type of residual is far
from obvious. In addition, it is conceivable that there are cancellations between
the two types of residual that is lost when one deals with each separately.

Implicit estimators, and the element residual method in particular, avoid such
issues by solving a boundary value problem with the residuals as data. In this way
the generic constants are avoided and the correct balance between the two types
of residual is catered for by the solution process itself. The drawback is that one
is obliged to solve an auxiliary problem requiring an appropriate approximation
scheme; as we shall see, this creates its own difficulties.

The ideas will be illustrated by considering the model problem in Section 1.5.
The basic idea is to approximate the residual problem characterizing the true
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B(e, v) = B(u, v) - B(ux, v) = L(v) - B(ux, v) \Iv E V. (4.1)

4.2 The Subdomain Residual Method
A method for a posteriori error estimation based on solving local residual prob-
lems with homogeneous essential boundary data over small patches or subdomains
of the domain nwas devised by BABUSKA AND RHEINBOLDT [15]. The approach
is particularly noteworthy because it provides a generally applicable method of
a posteriori error estimation with firm theoretical foundations. Here, it will be
assumed that the partition P is locally quasi-uniform, although BABUSKA AND

RHEINBOLDT [15]dealt with more general classes of partitions (see also [11]).

4.2.1 Formulation of Subdomain Residual Problem
Let \}i denote the set of element vertices in the partition P and {en}nEIl' denote
the first order Lagrange basis functions based at the element vertices. These
functions are characterized by the conditions

where Xm is any vertex in \}i and

L en(x) = 1, x E n.
nEil'

(4.2)

(4.3)

The support On of the nodal function en consists of the patch of elements con-
taining the vertex Xn.

The method is formulated starting with the equation (4.1) characterizing the
true error e E V. The usual considerations apply: while, in principle, one could
approximate the solution of this equation using a refinement of the finite element
subspace X, it would be simpler to compute a new finite element approximation
directly. The underlying idea is to replace the single global problem characterizing
the error by a sequence of independent problems posed on small subdomains of
the partition P. The nodal basis functions may be utilized for this purpose. With
the aid of property (4.3)

B(e, v) = B(e, v L ()n) = L B(e, v()n) = L L(v()n) - B(ux, v()n) (4.4)
nEil' nEil' nEil'

where v E V. Each of the functions ()nv belongs to the space HJ(nn)' Define the
local bilinear form Bn : HJ(On) x HJ(nn) t-7 lR. by

Bn(u, v) = ( (Vu· Vv + cuv) dxinn (4.5)
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and the local load functional Ln : HJ (On) t-7 lR. by

Ln (V) =. C f V dx + r_ gv ds.
n inn iannnrN

The subdomain residual problem is to find ¢>n E HJ (On) such that
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(4.6)

(4.7)

Motiv~ted by equation (4.4), the error estimator 7]n associated with the subdo-
main nn is taken to be

7]n = 111¢>n IIlnn
and the global error estimator 7] is obtained by summing

{ }

1/2

7] = L 7]~
nEil'

(4.8)

(4.9)

In practice, the subdomain residual problems are approximated using a finite
dimensional subspace of HJ(On)' Vveshall return to this point in Section 4.2.4.

4.2.2 Nomenclature and Assumptions
Suppose that the basis function en is non-zero on an element K; then

(4.10)

and, moreover, there exists a constant C depending only on the non-degeneracy
of the element such that

(4.11)

It is possible to partition the set of vertices '11 into the union of disjoint subsets
'111, '112, •.• such that any pair of nodal basis functions in the same subset '11,. have
non-overlapping supports. Specifically, the condition that will be required is

(4.12)

where suppoen denotes the interior of the support of en. It is easy to see that
this process is always possible since one can simply choose each of the sets \}i r to
consist of a single basis function. Later, it will be found advantageous if this is
accomplished using as few subsets as possible. The smallest number of subsets
will be denoted by p and referred to as the overlap index for the partition.

Let K be any element in the partition P. The set of basis functions which
are non-zero on this element is denoted by CT(K). The maximum cardinality of
any of these sets is denoted by T and referred to as the intersection index. If
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the partition is locally quasi-uniform then the intersection index will be equal to
the maximum number of vertices in any element. However, if the mesh is not
proper then the intersection index may increase without bound as the refinement
progresses. Such a situation is disallowed by requiring the intersection index T

and the overlap index p are uniformly bounded for the family of partitions.
The subdomain consisting of the elements which neighbour element K is de-

noted by
K = int {U J: J nK is non-empty}. (4.13)

Since the elements are non-degenerate the maximum number of elements con-
tained in any of these subdomains is bounded by a multiple of T. Lucal approxi-
mation properties will be needed. In particular, there exists [28] a constant C de-
pending only on the non-degeneracy of the elements such that for any v E H1(n)
and any element K there holds

(4.14)

The assumptions are true regardless of the polynomial degree actually used
to construct the finite element subspace, and merely impose restrictions on the
mesh topology and mesh geometry. The conditions are always satisfied should
the partition be locally quasi-uniform.

4.2.3 Equivalence of Estimator

Lemma 4.1 Suppose that the aboveconditions hold. Then there exists a constant
C depending only on the non-degeneracy of the elements such that for any v E
HI(D)

L Ilen(v - I1xv)lI~l(n) :S; CT2Ivl~1(n)'
nEil'

(4.15)

Proof. Let K be any element and en E '11 be a nodal basis function which does
not vanish on K. Then,

Thanks to properties (4.10)-(4.11)

and using the approximation property gives
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Summing this inequality over all vertices gives the result
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L lIen(v - I1xv)lI~l(n)
nEil'

as claimed.

L L IIBn(V - I1xV)II~l(K)
KEF nEIT(K)

< C L L Ivl~l(K)
KEF nEIT(K)

Cr L Ivl;[l(K)
KEF

< CT2Ivl~1(n)

•
Theorem 4.2 Let 7]n denote the local error estimator obtained using the sub-
domain residual method. Then there exists a constant C depending only on the
non-degeneracy of the elements such that

where T is the overlap index and p is the intersection index.

Proof. Using the Galerkin orthogonality

B(e, v) = B(e, v - I1xv)

and then by property (4.3)

B(e, v) = L B(e, en(v - IIxv))
nEil'

and noting that en(v - IIxv) E HJ(On)

B(e, v) = L B(¢>n,en (v - IIxv)).
nEil'

Hence
IB(e, v)1 ~ L 7]nlllen(v - IIxv)lll·

nEil'

Applying the Cauchy Schwarz Inequality and Lemma 4.1

(4.16)

from which the result follows immediately
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Conversely, consider

7]2 = L 7]~ = L Bn(¢>n, ¢>n)
nEil' nEil'

L Bn(e, ¢>n) = L B(e, ¢>n)
nEil' nEil'

B(e, L ¢>n)
nEil'

< IlIellllll L ¢>nlll·
nEil'

By partitioning the set \}i of vertices as described above

IIIL ¢>nlW = IIIL L ¢>nIW:s P L III L ¢>nlW = P L L 111¢>n1W
nEil' Il'r nEll'r Il'r nEll'r Il'r aEll'r

where property (4.12) has been used. Consequently,

IIIL ¢>nIW :S p7]2
nEil'

and the result follows immediately.

4.2.4 Treatment of Residual Problems

•

The subdomain residual method described above requires the exact solution of
the local problems

In practice, the method is seldom used, partly because it is inc.9nvenient and
relatively expensive to develop approximations over the patches nn. BABUSKA
AND MILLER [11]circumvented this difficulty by obtaining an equivalent measure
for the local error estimator 111<Pnlll as follows. Integrating the right hand side of
(4.17) by parts gives

where rand R are the usual interior and boundary residuals. A routine applica-
tion of the Cauchy-Schwarz Inequality leads to the bound

(4.19)
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Summing this estimate over all vertices in the partition and regrouping the terms
leads to the familiar explicit error estimator

IlIelll ~ C L 7]k
KE1'

where

Babuska and Miller also obtain the following result:

~ hK Ilrll£2(K) + ~ h~2I1RII£2(-y) ~ C(7]n + t)
KCnn 1'Cnn

where
t = ~ h~ Ilrll~2(K) + ~ h~211R -- R1'II£2(")') .

Kcnn 1'Cnn

(4.20)

(4.21)

(4.22)

(4.23)

This result is essentially identical to those derived in Section 3.4 when considering
explicit error estimators but predates the discovery of those estimates.

4.3 The Element Residual Method

4.3.1 Formulation of Local Residual Problem

In principle, one could approximate the problem (4.1) and obtain an approxima-
tion to the actual error function. The optimality of the Galerkin method and the
associated orthogonality property of the error, means that one must use a larger
subspace than the original finite element subspace X if one is to obtain a non-zero
approximation to the error. The cost of solving the problem would be compara-
ble with simply resolving the original problem using the finer discretization. One
can attempt to reduce the cost of solving this global problem by replacing it by
a number of independent local problems posed over each element in the domain.
The local problems could then be approximated relatively inexpensively and even
solved in parallel.

Let the error on an element K be denoted by e = U - ux. Thanks to the
smoothness of the finite element approximation on the element interiors, one finds
that the error satisfies the differential equation

-D.e + ce = f + D.ux - CUx in K. (4.24)

The major difficulty is to supplement the equation with appropriate boundary
conditions. There are various cases to consider. First, suppose that the element K
intersects a portion of the boundary of the domain nwhere an essential boundary
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condition is imposed. The appropriate boundary condition for the local error
residual problem is clearly

e = 0 on aK n rD. (4.25)

(4.26)

(4.27)

Here, it has been assumed that the finite element approximation has been con-
structed so that the essential boundary conditions are satisfied exactly (although
this is not essential). Next, suppose that the element intersects a portion of the
boundary an where a natural boundary condition is imposed. The local error
residual problem is subjected to a natural boundary condition

ae 8ux
- =g- - on aKnrN.
8nK 8nK

So far, appropriate boundary conditions have been clear. It remains to consider
the case when the element boundary lies on the interior of the domain. The first
decision is whether to impose an essential or a natural boundary condition. The
element residual method is based on using a natural boundary condition. Ideally,
one would like to impose the condition

~= au _ 8uX1K
anK 8nK anK

on the edge separating elements K and J, where UXIK denotes the restriction
of the finite element approximation to an element K. Unfortunately, the true
flux appearing on the right hand side is unknown in general. However, one
may replace the true flux by an approximation obtained from the finite element
approximation itself

(4.28)

where we define

(4.29)

The motivation for this choice is founded on the hope that by averaging the
discontinuous finite element approximation to the normal flux one obtains a rea-
sonable approximation to the true flux:.

The error residual problem is formulated as a variational equation as follows.
On each element K the actual error satisfies the boundary value problem

Here,

J au
BK(e, v) = FK(V) - BK(ux, v) + -a v ds \Iv E VK·

8K nK

VK = {v E H1(K): v = 0 on aKnrD}

(4.30)

(4.31)



and BK : VK x VK H 1Ris the local bilinear form

BK(u, v) = fK (Vu· Vv + cuv) dx (4.32)

and FK : VK t-7 1Ris the local load functional

FK(V) = fKfvdx. (4.33)

The error residual problem is the weak form of the problem specified by the
conditions (4.24)-(4.28): find ¢>KE 11K such that

BK(¢>K, v) = FK(V) - BK(ux, v) + hK (~~;) vds \Iv E VI<. (4.34)

Here, the definition of the average has been extended to include the portion f N

of the exterior boundary

(
aux)={ ~nI<'{(VuX)K+(VUX)J}' onKnJ (4.35)
anK g, on KnfN

In general, the existence of solutions to (4.34) can be guaranteed only if the
(residual) data satisfy appropriate compatibility conditions; see Chapter 5 for
further details.
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4.3.2 Subspaces for the Element Residual Method
The error residual problem (4.34) is an infinite dimensional problem. The ele-
ment residual method is obtained by constructing particular finite dimensional
subspaces YK of the local spaces VK. Here, the discussion is restricted to first
order finite element approximation; the general case will be dealt with later.

Quadrilateral Elements

Consider the case of finite element approximation using piecewise bilinear func-
tions on quadrilateral elements. The local approximation space for the error
residual problem is constructed using the basis functions specified on the refer-
ence element

X4

K={(x,Y): -1~x~ 1; -1<y~ n.
The edge bubble functions are given by

Xl = ~(1 - x2)(1- Y)
2

~(1 - j?)(1 + x)

~(1- x2)(1 + Y)

~(1- y2)(1 - x)
2

(4.36)

(4.37)



58 CHAPTER 4. IMPLICIT A POSTERIORI ESTIMATORS

and the interior bubble function 'ljJ is given by

(4.38)

The space Y is defined by

(4.39)

and the error residual problem is approximated using the subspace YK obtained
by mapping the bubble space Y to the element K.

Triangular Elements

The paper by BANK AND WEISER [25] on the element residual method considered
the case of finite element approximation using piecewise affine functions on linear
triangular elements. The local approximation space for the error residual problem
is constructed using the basis functions specified on the reference element

R = {(x, Y) : 0 :::;x :::;1; 0:::; y :::;1 - x} (4.40)

The functions Xl, X2 and X3 denote the barycentric (area) coordinates on Rand
the edge bubble functions are given by

(4.41)

Let Y denote the space

(4.42)

The error residual problem is approximated using the subspace YK obtained by
mapping the bubble space Y to the element K. The bubble space suggested
by Bank and Weiser contains no interior bubble function. VERFURTH [58] has
suggested an alternative bubble space based on including the extra interior bubble
function.

In each of these cases, the basic pattern for approximating the local problem
(4.34) is to increase the order of the space used to construct the original finite
element approximation and then factor out the functions which are non-zero at
the vertices of the element. This may be achieved by subtracting the interpolant
in the original finite element space.

The discussion has been restricted to first order finite element approximation.
For higher order approximation, some care has to be exercised when selecting
the subspaces with which to approximate the residual problem (see [4] and Sec-
tion 4.5.3).
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4.3.3 The Classical Element Residual Method
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The classical error residual method [24,25,31,50] for a posteriori error estimation
is to solve the local error residual problems

¢>K E YK: BK(¢>K, v) = FK(v) - BK(ux, v) + tK (~~: ) v ds Vv E YK

(4.43)
thereby obtaining a function ¢>K. The local error estimator 7]1< on element K is
defined by

(4.44)

and the global error estimator is obtained by summing the local contributions

{ }

1/2

7] = L 7]l
KE"P

(4.45)

(4.46)

As remarked earlier, such estimators will be referred to as implicit estimators.

4.4 Equivalence of Estimator

4.4.1 Relationship with Explicit Error Estimators
The implicit estimators can be related to the explicit estimators of Chapter 3.
By applying Greens identity to the right hand side of the error residual equation
(4.43) one obtains

BK(<PK, v) = r rvdx + r Rvds \Iv E YKiK JaK

where rand R are the precisely the interior and boundary residuals appearing in
the explicit error estimators. Choosing the function v to be the estimated error
function <P K leads to

(4.47)

The function <PK belongs to a finite dimensional space. Moreover, if the gradient
of <PK vanishes then ¢>K itself must be the zero function. Therefore, there exists
a constant C which depends only on the shape regularity of the element K but
not on its size such that

(4.48)

and for any edge T C 8K

(4.49)
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(4.51)

With the aid of these results and the Cauchy-Schwarz Inequality

7]7< 5: C {hK IlrIIL2(K) + L h~2I1RIIL2h')} I¢>KIHl(K) (4.50)
-yOll(

from which one can deduce that

{ }

1/2

7]l( 5: C h~ Ilrll~2(K) + ~ L hK IIRII~2(-y)
-yeal(

where term on the right hand side is the explicit error estimator discussed earlier.

4.4.2 Further Bounds

Suppose that the space YK used to approximate the error residual problem is
equipped with an interior bubble function. This assumption rules out the space
chosen by BANK AND WEISER [25] for piecewise affine approximation on lin-
ear triangles, but is satisfied if the space is chosen as suggested by VERFURTH
[58]. Let"pK E Yl( denote the interior bubble constructed in Theorem 3.3. The
following result complements Lemma 3.6:

Lemma 4.3 Let rand R denote the interior and boundary residuals associated
with the finite element approximation constructed from the subspace X. Suppose
that TK and R-y are finite dimensional approximations to the residuals on an
element K and on an edge'Y C 8K, and let 7]K denote the element residual error'
estimator. Then there exists a constant C depending only on the shape regularity
of the elements such that

IIrIlL2(K) 5: C {hi/7]K + liTK - rIlL2(K)} (4.52)

and

(4.53)

Proof. The first result is shown by following the arguments from (3.52) to (3.60),
except that the identity (obtained by choosing v = TK"pK in (4.43))

BK(¢>I<,TK"pK) = iK "pKrTK dx

is used in place of (3.53). The second result is obtained by following similar
arguments to those from (3.61) to (3.67) and using the identity (which follows
from (4.43) with the choice v = R-yX-y)

B K (¢> K, 14X -y) = iK r14X -y dx +i X -yRR-y ds

instead of (3.62). •
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4.4.3 Proof of Equivalence
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Thanks to the relationship between the explicit and implicit error estimators, one
immediately obtains the following result as a corollary of Theoreffi 3.7 (c.f. [58]):

Theorem 4.4 Let 7]K denote the local error estimator obtained using the element
residual method. Then there exists a constant C depending only on the shape
regularity of the elements such that

IIIelW ~ C L {7]k + hk Iii - IIpfll~2(K) + L hK Ilg - IIpgll~2(-Y)}'
KEP -yc8KnrN

(4.54)
Moreover, the local bound

holds fClr all elements K E P.

As noted elsewhere, the extra terms depend on the smoothness of the data and
will often be negligible in comparison with the estimator and the actual error.
In this sense, the element residual method gives an equivalent measure of the
discretization error in the energy norm.

4.4.4 The Effect of Numerical Quadrature
In practice, just as for explicit error estimators, the computations of the the
integrals appearing in the element residual equation will be performed using nu-
merical quadrature. Therefore, the computed error estimator TJK will be obtained
by solving the perturbed problem

(4.56)
and where LK : YK t-7 lR. is the functional

(4.57)

where Ipf and Ipg are the polynomials which interpolate to the data at the
quadrature points (assuming the data is sufficiently smooth). This estimator can
be analyzed by noting that

(4.58)
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from which one obtains

IIII¢>KIIIK-III~KIIIKI ~ c {hK Ilf - IpfIlL2(K) + 2: h~2l1g - Ip9IlL2(-r)} .
-yc8KnrN

(4.59)
This estimate used in conjunction with the previous result gives:

Theorem 4.5 Let ijK denote the error estimator obtained from the element resid-
ual method in the presence of numerical quadrature. Then there exists a constant
C depending only on the shape regularity of the elements such that

IlIelW ~ C { L ij;{ -+- L h;{ Ilf - Ipfll~2(K) + L hI{ Ilg - Ip91l~2(-r)} .
I{EP I{EP 7crN

(4.60)
Moreover, the local bound

(4.61)

is valid.

4.5 Performance of Estimators

The robustness and quality of estimators along with the identification of limits
of their performance is of vital importance. Studies of this type have been under-
taken by BABUSKA ET AL [17, 18]. Here, the influence of the subspace used to
solve the element residual problem is studied. In practice, the only feasible ap-
proach is to construct an approximate solution to the local problem. The choice
of subspace used for first order finite elements is reasonably well established and
understood; see for example [25]and Section 4.3.1. For higher order finite ele-
ment approximation, the situation is less clear and some unpleasant surprises are
lurking.

Although the classical element residual method is popular, relatively little is
known about its performance. For instance, it was only comparatively recently
proved by DURAN AND RODRIGUEZ [33]that the classical element residual error
estimator converges to the actual error in the energy norm for regular solutions
on parallel meshes of linear triangular elements.

Throughout, it will be assumed that the mesh and the true solution are as
regular as necessary for the analysis. This is an unrealistic assumption from
the. practical viewpoint,.but serves to isolate the effects-associated·with the-ap-
proximate solution of the local residual problem from effects due to singularities,
non-smooth domain, irregular meshes and so on. A simple test of the perfor-
mance of an error estimator is consistency (or asymptotic exactness). Roughly
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speaking, an a posteriori error estimator is said to be asymptotically exact if the
ratio of the estimated error to the actual error tends to unity as the mesh size
tends to zero. Whilst asymptotic exactness should not be over-emphasized, it
is useful to understand how the estimator behaves in the most favourable case
when the mesh is regular and the underlying problem smooth.

To begin with, we analyze the case when the local residual problem is solved
exactly. As already noted, this is not a viable proposition, but will bring into
sharp relief the effects not associated with the approximate solution of the local
problem. The selection of suitable approximate subspaces is then discussed. It is
shown that the estimators arising from solving the local problems approximately
perform better than if the problems are solved exactly.

4.5.1 Exact Solution of Element Residual Problem
In this section, we review the analysis in [2] fOf the classical element residual
technique applied to p-th order finite element approximation on quadrilateral
elements. It is assumed that the solution ¢>K to (4.34) exists and that these
local residual problems determining the error estimator are solved exactly. The
analysis shows that in the case of odd order approximation of regular solutions on
meshes consisting of quasi-uniform square elements, the classical element residual
estimator is asymptotically exact in the energy norm.

The conditions under which the result is demonstrated at first appear unneces-
sarily strict. It is surprising that the result is the best possible. A counterexample
will be given of even order approximation on square elements of a problem with a
smooth (polynomial) solution where the element residual scheme asymptotically
tends to overestimate the true error by a factor of J2(p + 1). A second example
(again with polynomial solution) on a uniform partition gives an error estimate
which tends to overestimate by a-factor of at least 1+C cos2 () where e is the an-
gle between the normals to the element edges. Asymptotic exactness is therefore
seen to be a rather fragile property.

The proof makes use of superconvergence results due to LESAINT AND ZLA-
MAL [46]. However, while the superconvergence results continue to hold for
approximations of all orders and for partitions containing elements other than
squares, by themselves they are insufficient to guarantee the effectiveness of the
estimator. A difference between the behaviour of error estimators for odd versus
even order approximation has already been observed by BABUSKA AND Yu [21].
The results will shed light on the source of this difference.

Assumptions on the Mesh

It will be assumed that the domain n may be obtained by an affine invertible
mapping of a reference grid. The reference grid is supposed -to consist of squares
with sides parallel to the coordinate axes. The images of each of the squares
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under the mapping generate a partitioning- P of the domain D into the union of
non-overlapping quadrilaterals. The assumptions are extremely stringent, essen-
tially restricting one to square elements. However, it will be found even these
are insufficient to guarantee the asymptotic exactness of the a posteriori error
estimators.

These conditions satisfy the assumptions (2.6-2.7) and (4.5) in LESAINT AND
ZLAMAL (46], under which they were able to show that if the true solution u of
the model problem is sufficiently regular, then the finite element approximation
Ux exhibits superconvergence. The following special case of their result will be
useful:

Theorem 4.6 Suppose that the finite element partitions satisfy the above condi-
tions and that all integrals are evaluated exactly. If the true solution u belongs to
Hv+2(D), then there exists a positive constant C such that

(4.62)

where I1xu E X is the interpolant to u at the Gauss Lobatto nodes.

Proof. For any v E X it follows from the orthogonality of the error in the
Galerkin approximation that B(I1xu - ux, v) = B(ITxu - u, v). The result then
follows on recalling the following result (equation (4.9) in [46]):

IB(I1xu - u, v)1 ~ ChP+1
I1uIlHP+2(n) IvIH1(n)

and choosing v = ITxu - ux.

(4.63)

•

(4.64)

Accuracy of Averaged Flux

The accuracy of the flux approximation on the element boundaries is critical to
the performance of the error estimator 7]. Therefore, let 'Y be an intere!eIDent
edge. The key result concerning the accuracy of the averaged flux is

Theorem 4.7 Let p E IN be odd and v E HP+2 (n). Suppose that the partition
consists of square subdomains. Then there exists a constant C, depending only
on p, such that

av _ (al1xv) II ChvH/21 Ia a ~ v HP+2(-y)
n n L2b')

where ;:y is the subdomain consisting of the pair of elements sharing the edge 'Y.

Proof. See (2]. •
The hypotheses that the polynomial degree be odd and the elements be square
might seem to be overly strong. However, counterexamples [2] show that the
result is sharp.
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4.5.2 Performance of the Error Estimator
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This section contains three principal results. The element residual error estima-
tor is shown to be asymptotically exact for odd degree elements on meshes of
squares provided the true solution is sufficiently smooth. It is shown that this
result is sharp. Counterexamples are given showing that the estimator is not
asymptotically exact for even order elements on square elements and that the
estimator is not asymptoticaily exact for odd order elements when the elements
are not approximately square.

Asymptotic exactness on square elements of odd degree

Suppose that the solution u of the model problem belongs to the space HP+2(n).
Let 'l/;K be the solution of the local problem

Find 'l/;K E H1(K)jIR such that for all v E HI (K)jlR.

For any v belonging to H1(K)jJR, it then follows that

1 ((aITxu) au )BK('l/;K - u + ITxu, v) = J8K anK - anK v ds

By the Cauchy-Schwarz Inequality:

1 ((aIIxu) _~) vds < au _ (aITxu) v
J8K anK anK - an an t2(8K) II IIL2(8K)

(4.65)

(4.66)

(4.67)

Let K denote be the sub domain consisting of the element K and its neighbours.
Using Theorem 4.7 yields

au _ (aIIxu) 2 _ ~ au _ (aITxu) 2 Ch2p+11 '12 _- ~ ::; u HP+2(K)an an L2(8K) JEK an an L2(rKJ)

Collecting these results gives for any v E H1(K)jlR.:

IBK ('l/;K - (u - IIxu), v)1 ::; ChPH/2IuIHP+2(K) IlvIlL2(8K)

Hence,

(4.68)

(4.69)

111'l/;K - (u - IIxu)IIIK ::; ChPHluIHP+2(K)' (4.70)
Moreover, for any v belonging to XK:
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and using the Cauchy-Schwarz Inequality -and the Trace Theorem leads to the
estimate

III¢K -1/JKIIiK ::; Illux - IIxulilK + ell lux - IIxulllj( (4.72)
Finally,

and collecting the foregoing results, there follows:

L Ille - ¢>KIII~ ::; C {111I1xu - uxlW + h2P+2Iul~"+«n)} (4.74)
KEP

The optimal rate of convergence in the energy norm that may be achieved using
degree p elements is O(hP). Only in trivial cases can this rate be exceeded. If
there exists a constant C (u) for which the error in the energy is bounded below
by C(u)hP then the error is said to be properly O(hP). The main result may now
be stated:

Theorem 4.8 Let p E IN be odd and u E HP+2(n). Suppose the error e mea-
sured in the energy norm is properly O(hP) and that all integrals are evaluated
exactly. If the partition consists of square elements, then the error estimator 7] is
asymptotically exact, i.e.

(4.75)

Proof. Follows immediately from equation (4.74) by using Theorem 4.6 and the
assumption on e. _

Non-asymptotic exactness for elements of even order

The estimator 7] is not asymptotically exact when the approximation is of even
order as the following counterexample shows. Consider the problem:

-D..u
u

au/an

-pcp + 1)xp-1 in n
o on rD

o on rN

(4.76)

with n = (0,1) X (0,1), rD = {(x, y) : x = {O, I}, 0 < y < I}, rN = an \ ['D'
The partition is formed by subdividing n into uniform squares of size h. The
true solution is

u(x, y) = x(xP - 1)

and the true error on element K may be computed explicitly [2]

2 2h (h)2P+1 (p+ 1)2
IllelllK = 2p + 1"2 T

(4.77)

(4.78)
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where kp is the coefficient of the leading term in the Legendre polynomial. For the
local error estimator 7]K, it suffices to consider only those elements K lying on the
interior of the partition, since the combined effect of elements on the boundary
of the domain n becomes negligible as the partition is refined (provided the true
solution is smooth). The estimator when the polynomial degree is even is

. 2 =h(~)2P+1 (P+l)2{ 2 2}.
7]K 2 kp 2p + 1 +

Consequently, when p is even:

lim 7] I
hHO 00 = V2(p + 1)

(4.79)

(4.80)

Non-asymptotic exactness on non-square elements

The estimator is not asymptotically exact when the subdomains are not square
even if the approximation is of odd degree. Suppose that the domain n is a rhom-
bus with angle B. Details will be given for the case of first order approximation
of the problem:

-!J.u = f in n u = 0 on fD au/an = g on fN (4.81)

The data f and g are chosen so that the true solution is u(x, y) = y2. The domain
n is partitioned into a mesh of N x N uniform rhombuses. The finite element
approximation of this problem coincides with the interpolant of the true solution.
The true error is given by

(4.82)

(4.83)

(4.84)

The solution of the error residual problem is difficult to compute exactly for this
example. However, bounds can be established using variational analysis (see [2]):

(
h \3{8 16 }1I1¢>111~ ~ h 2"sinB) 3" + 15 cos2e

Hence, using the expression for the true error reveals

1ll<l>IIIk > 1 + ~cos2 e
IIlelllk - 5

Letting nl and n2 denote unit outward normals on adjacent edges of any subdo-
main in the partition, we obtain

(4.85)

Therefore the estimator cannot be asymptotically exact unless the normal vectors
are orthogonal so that the mesh must consist of squares.



68 CHAPTER 4. IMPLICIT A POSTERIORI ESTIMATORS

4.5.3 Analysis and Selection of Approximate Subspaces
The case of finite element approximation on quadrilateral elem~nts using piece-
wise polynomials of degree p was studied in the previous section. Following the
analysis in [4], the effect of solving the local residual problems approximately is
studied. At first sight, one might expect that the effect of solving approximately
would only exacerbate the already tenuous situation regarding the performance
of the estimators. It is perhaps surprising that this need not be the case.

Parallel Meshes

Let P be a regular partitioning of the domain nand FK : K t-7 K be an
invertible, bilinear transformation of the reference element onto an element K.
More specifically, we shall consider the class of parallel meshes. That is, each
element K is a parallelogram with sides of length hK, kK making angles aK and
{3K with the coordinate axes (see Figure 4.1). It is assumed that there exist
positive constants C, e such that for all K E P

(4.86)

and for any pair of neighbouring elements K and K' there holds

(4.87)

(4.88)

If h is the maximum element size, then the constants e and e should be indepen-
dent of h. Strictly speaking, parallel meshes are mild distortions of the partitions
described above.

Illustration of Influence of Approximate Subspaces.

The a posteriori error estimate on element K is obtained by solving a local
residual problem of the form

Find ¢>KE YK such that for all v E YK

BK(¢>K,v) = IKfvdx - BK(ux, v) + hK (~~:) vds

where YK is a finite dimensional subspace of H1(K). In the previous section,
it was assumed that the subspace YK was chosen to be HI(K). The estimator
resulting from solving exactly were rather discouraging, asserting that the esti-
mator gives a consistent error estimator only under highly restrictive conditions.
The assumption that the error residual problem be solved exactly is now relaxed.
At first sight, one might expect this to lead to an even less encouraging result.
However, we shall see that this need not be the case, provided that the subspace
is selected with some care.
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The choice of subspace for the error residual problem has a significant effect
on the performance of the error estimator, as the following simple illustration
shows. Consider the problem

Find u such that

-~u = f in n = (0,1) X (0,1). (4.89)

The boundary conditions and data f are chosen so that the true solution is given
by

u(x, y) = x(xP - 1) (4.90)

for p E IN. The problem is solved using elements of degree p on the meshes
consisting of lines parallel to the x and y axes. The finite element approximation
is identical to the interpolant. The error residual problem will be solved using
various choices of subspace:

Full Space
Y = Q(p + 1)\1R

Uniform

where
WP+1(S) = Ilj=o(s - Sj)

and Sj = -1+ 2j/p, j = 0, ... ,p.

Legendre

where Pp+1 is the degree p + 1 Legendre polynomial.

Lobatto

Y = span {{I, x, ... , xP} Lp+1(fj), Lp+1(x) {I, fj, ... , fjP}, Lp+1 (x)Lp+1 (fj)}

where Lp+1(s) = (1- S2)P;+1(S).

The subspace YK used for the solution of the residual problem is then

(4.92)

In each case, the error residual problem is solved and the error estimator com-
puted. Table?? shows the results obtained for uniform mesh spacing (hK =
kK = h for all K). The performance of the error estimator is seen to be quite
sensitive to the choice of subspace used to solve the residual problem. In some
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cases, the estimator is a gross over-estimate while in others estimates the error as
begin zero. Moreover, increasing the dimension of the subspace does not improve
the periormance of the error estimator; the full space is consistent only when the
polynomial degree is odd (as found in the previous section). The Lobatto basis
is the only choice that is consistent in all cases.

Suppose that the mesh spacing is non-uniform. The analysis in [4] shows that
the estimator based on the Lobatto subspace is consistent when the degree p > 1
and inconsistent when p = 1. The results of using estimators based on the other
spaces are inconsistent for all values of p.

It is worth observing that these results have been obtained for a very simple
model problem. The purpose is to illustrate that even in such a simplified setting
the error estimator can give misleading results inconsistent with the actual error
unless the subspace used to approximate the residual problem is chosen carefully.
Even so, one finds that the estimator can still be inconsistent if the mesh is only
mildly non-uniform. In practical computations the true solution may be singular
and the mesh highly irregular. It is only to be expected that further problems in
the performance will arise.

It can be shown [4] that the behaviour illustrated in the examples is true
generally whenever the mesh is parallel and the true solution smooth. Equally
important is to understand the mechanism leading to these somewhat surprising
phenomena. Henceforth, it will be assumed that the Lobatto subspace is used.

Accuracy of Boundary Flux Functionals

The analysis in the previous section showed that the boundary flux: approximation
plays a key role in the performance of the error estimator. Suppose elements K
and K' share a common edge 'Y. The performance of the error estimator depends
crucially on how well the the boundary flux: functional f(-) defined for fixed
v E YK by

feu) =1 (,.,au )VdS
I onK

(4.93)

is approximated by f( ux) where Ux is the finite element approximation to u.
The accuracy of the boundary flux functionals plays a key role in the proof of:

Theorem 4.9 Suppose that the mesh is parallel and the true solution u belongs
to HP+2(n). If the error is properly O(hP) and p > 1, then the error estimator
obtained using the Lobatto basis is asymptotically exact:

Proof. See [4].

(4.94)

•
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4.5.4 Conclusions
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The error residual method for a posteriori error estimation is based on solving
local residual problems for the error. It has been seen that the estimator is quite
sensitive to the choice of subspace used to solve the problem. In particular, using
a full space of polynomials is inappropriate since the resulting estimator may
give results completely inconsistent with the actual error. By considering certain
subspaces of polynomials the estimator can be improved. Theorem 4.9 shows that
if the mesh is parallel and the true solution smooth, then the resulting estimator
is consistent with the actual error for degree p > 1 finite element approximation.
However, the estimator is still inconsistent on non-uniform meshes when p = l.

The results can be explained as follows. The error in the finite element ap-
proximation can be thought of as consisting of a number of components. The true
solution of the residual problem can also be regarded as comprising of a number
of components, some of which correspond to actual modes in the true error and
other spurious modes that arise from the formulation of the problem using inex-
act boundary data. When a full space is used to approximate the problem, all of
these components are present in the approximation. The resulting estimator is
inconsistent owing to the contributions from the spurious modes. However, when
a subspace YK is used to approximate the residual problem, then the components
orthogonal to YK are not present in the approximation. If the subspace can be
chosen so that it is precisely the spurious modes that are orthogonal to the space,
then the consistency of the estimator will be recovered.

It is not surprising then, that the estimators are so sensitive to the choice
of subspace. The results obtained using the subspaces in the illustration can be
interpreted in the light of this explanation as follows. First, the subspace based
on Uniform Nodes (4.91) is inappropriate since it still contains some spurious
modes when the degree p exceeds two, leading to over-estimates of the error. On
the opposite extreme, the subspace based on Legendre Nodes is inappropriate
since it is not only orthogonal to the spurious modes but also to modes that
represent the actual error, leading to gross under-estimates of the error. The
subspace based on Lobatto Nodes is orthogonal to spurious modes but at the
same time provides sufficient resolution of the true modes (whenever p > 1).
An alternative possibility is to construct the boundary data for the underlying
problem differently, for instance, using the equilibration procedures discussed in
the next chapter.
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Chapter 5

The Equilibrated Residual
Method

5.1 Introduction

The advantages of using implicit error estimators have been outlined in Chap-
ter 4. The element residual method requires the solution of local boundary value
problem. However, in many ways the basic formulation of the element residual
problem is somewhat unsatisfactory. For instance, the local Neumann problems
that must be approximated may not have a solution. This 'difficulty' is avoided
by solving using a quotient space with the null space factored out. In Chapter 4,
the estimators were shown to perform extremely well in certain circumstances.
However, the investigations revealed other deficiencies in the basic formulation of
the problem. In particular, the construction of the boundary data for the local
problem is somewhat ad hoc.

An alternative criterion tor choosing boundary data is to require that the local
problem is well posed. This requires that the houndary data be in equilibrium
with the interior residual. The equilibration condition was D.rstused in a poste-
non error analysis by LADEVEZE AND LEGUILLON [45], who wished to solve a
local dual problem for the error. The element residual method with equilibrated
data was first used by BANK AND WEISER [25] who, on the basis of numerical
experience, conjectured that the resulting estimator gives an upper bound for the
error. The method was analyzed and generalized by AINSWORTH AND aDEN [6]
which the current exposition follows closely. One by-product of [6] is a proof that
Bank and Weiser's conjecture is correct.

Consider the usual model problem described in Section 1.5. Suppose that
X c V is a finite element subspace constructed on a non-degenerate partition P.
The finite element approximation of this problem is to find Ux E X such that

B(ux,vx) = L(vx) \lvx EX.

73

(5.1)
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The error e = u - Ux belongs to the space V and satisfies

B(e,v) = B(u,v) - B(ux,v) = L(v) - B(ux,v) \Iv E V. (5.2)

5.2 A Posteriori Error Analysis

5.2.1 Mesh Dependent Forms and Spaces
It will be convenient to reduce the global spaces and forms into sums of contri-
butions from each of the elements in the partition P. 'With this in mind, define
the broken Sobolev spaces for mEr

Here, and in what follows, VI( denotes the restriction of v to a single element K.
The associated mesh dependent norm is

(5.4)

For each element J{ E P, let

and introduce the bilinear form BK : VK x VK -7 lR.

BK(u, v) = /K (Vu· Vv + cuv) dx

Siinilarly, FK : VK -7 lR. is defined by

Hence for v, w E V
B(v,w) = L BK(vK,wK)

KE'P

and

(5.5)

(5.6)

(5.7)

(5.8)

(5.9)L(v) = L FK(VK) +!r g(s)v(s) ds.
KE'P rN

The inner products on the Sobolev spaces are decomposed as sums of contribu-
tions from each element in the partition in an analogous fashion. The broken
version of the space V is defined by

(5.10)
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Later, we shall wish to consider the space of continuous linear functionals T on
V(P) which vanish on the subspace V. Therefore, let H(div, fl) denote the space

equipped with norm

IIAIIH(div,n) = {IIAII~,n + Iidiv AII~,n} 1/2 .

Let }vt denote the subspace

(5.11)

(5.12)

M = {A E H(div,n): in vn·Ads = 0 \Iv E v}. (5.13)

The following result is originally due to RAVIART AND THOMAS [53]:

Theorem 5.1 A continuous linear functional T on the space yep) vanishes on
the subspace V if and only if there exists A E M such that

T[V] = L 1 VK ilK. ·Ads
KEpJ8K .

where llK denotes the unit outward normal on the boundary of K.

(5.14)

Proof. Suppose T E V(P)' vanishes on V. By Riesz' Theorem, any continuous
functional on the space H1(K) may be written in the form

(5.15)

where Aj and ao E L2 (K). Therefore, summing over the elements shows that for
any v E V(P), T may be written in the form

- { 2 a }T[V] = L r LAj ~v. +aov dx
KEF iK j=l uX]

(5.16)

where Aj and ao now denote elements of the global space L2(n). Owing to the
hypothesis on T it follows that for any v E V

(5.17)

Hence, in the sense of distributions

(5.18)
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and consequently (AI, A2) belongs to the space H(div, D). With the aid of (5.16),
(5.18) and Green's Identity

Finally, A E M since for any v E V

0= T[V] = L 1 VI< n[(' Ads = 1 vn· Ads
[(EpJ8[( Jan

The converse is shown using similar arguments.

(5.19)

(5.20)

•
The import of this result is that Olle may identify T with an element A of the
space M and vice versa. In view of Theorem 5.1, we shall abuse the nomenclature
slightly and refer to an element of M as being a linear functional.

5.2.2 Preliminaries

The residual equation (5.2) characterizing the error may be stated equivalently
as a minimization problem

min J(v) : v E V

where J: V -7 lR. is the quadratic functional

1
lev) = 2B(v, v) - L(v) +B(ux, v).

The error e in the finite element approximation is the minimizer of J

1
-2B(e, e) = lee) ~ J(v) \Iv E V.

(5.21)

(5.22)

(5.23)

where (5.2) has been used.
In principle, one could approximate the problem (5.23) directly and thereby

obtain a computable bound on the error. However, the cost associated with solv-
ing a global problem renders this approach impractical. However, an alternative
approach is to attempt to reduce the single global problem (5.23) into a sequence
of independent problems posed locally over each element. The advantage would
be that each of these smaller problems might then be approximated comparatively
inexpensively and even in parallel.

The theme throughout the rest of this section is to recast the global statement
(5.23) as a sequence of independent local problems posed on each element K E P.
However, rather than simply decompose the problem indiscriminately and risk
losing the valuable bound on the actual discretization error, we shall proceed in
a way whereby the relationship is preserved.
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The approximation to the true flux on the inter-element boundaries played
an important role when we considered the classical element residual method.
There a simple averaging of the finite element approximations to the flux from
the neighbouring elements on an edge was used. Approximations to the true flux
will again be of importance, but at this stage we shall proceed more generally as
follows:

Approximation of Fluxes on Element Boundaries

Let ap denote the element edges in the partition. Suppose that we order the
elements in some way. For instance one could order elements according to their
global numbers in the finite element code. Let CT J( : a[{ --* {+1, -I} be the
piecewise constant function on the edges of element I{ defined by

{

+1 sEI{n],[{>J
aJ«s) = -1 S E [{nJ, [{ < J

+1 sEan
Notice that if elements K and J share a common edge then

(5.24)

(5.25)

With each element interface 'Y we associate a smooth function g-y : 'Y --* lR.. If 'Y
lies on the portion of the boundary rN on which a Neumann boundary condition
is prescribed then we shall always choose g-y to be the Neumann data g on the
edge. It will be unnecessary to define g-y should 'Y lie on the Dirichlet boundary
rD' Specific constructions for the functions g'Y on the interior interfaces will be
discussed later. The approximation to the flux is then defined by

"

gJ< = CTKg-y on 'Y C aK. (5.26)

There is no danger of confusion with the Neumann data g using this notation
since the functions gK agree with the boundary data on rN· The notation [.J is
used to denote differences in values of functions v from the broken space yep)
across element boundaries

on 'Y = Kn J
on 'Y can (5.27)

and n is defined by
n = CTKnK on 'Y C aI{.

These definitions are unambiguous since on any edge I{ n J one has

(5.28)

(5.29)
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(5.30)

The following identity valid for vEl n:p) is readily obtained:

(5.31)

5.2.3 Localization

The process of decomposing the global problem (5.23) into smaller, local problems
posed over the elements can now be discussed precisely. Two basic steps are
involved in breaking up the problem:

• Decomposition of the quadratic functional J into separate contributions
from each element.

• Localization of the global space V. The essence is to decompose the space V
of globally smooth functions into functions belonging to the broken space
yep). These functions need not be continuous across the interelement
boundaries and allow one to deal with a series of problems, on each of the
elements independently, thereby substantially reducing the complexity of
the problem.

The chief difficulty arises in the second step. If one were to simply substitute the
space V with the broken space yep) then the key relationship (5.23) with the
true error would be irretrievably lost.

We begin by extending the functional given by

V:;, W -7 L(w) - B(ux, w) (5.32)

to the broken space yep). For any w E yep) define the linear functionai 1?, :
V (P) -7 lR. by

new)

(5.33)

Notice that, thanks to (5.31), whenever w E V

new) = L(w) - B(ux, w). (5.34)

so that n is an extension of the functional (5.32) to the whole of yep).
Hereafter, we identify the space M of (5.13) with functionals defined on yep)

and establish the following.
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Lemma 5.2 Under the above notations and conventions, there exists µ..E{M
such that for all w E yep)

(5.35)

Proof. The right hand side of equation (5.35) is continuous on yep) anrl vanishl>s
on V. Applying Theorem 5.1, the result follows immediately. _

Applying Lemma 5.2 yields the identity

valid for all w E V(P).

5.2.4 Variational Analysis

The requirement that v belong to the space V in (5.23) may be regarded as a
constraint on the interelement continuity of the function v. Recall that the aim
is to relax this constraint and yet retain the bound on the error. Therefore, we
follow the standard approach of introducing a Lagrange multiplier to enforce the
constraint indirectly. Let the Lagrangian functional £- : yep) x M --+ IR be
defined by

1 .
L(w, µ) = -B(w, w) - new) - µ(w)

2
and note that

(5.37)

sup L(w, µ) = { ~B(w, w) - R(w)
µEM +00

Moreover, for w E V, (5.34) and (5.2) reveal

ifw E V
otherwise

(5.38)

1 .-B(w, w) - 'R(w)
2

12 {B(w - e,w - e) - B(e,e)}

> -~B(e, e) = -~llleIW.

Therefore,

(5.39)

1--llleIW = inf sup L(w, µ) = sup inf L(w, µ). (5.40)
2 wEV(P) µEM µEM wEV(P)
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The interchange in the order of the inf-sup' is justified here since a saddle point is
obtained when the multiplier µ is the true interelement flux. This choice is a valid
multiplier as can be seen by applying Theorem 5.1. Equation (5.40) immediately
gives the bound

-~lIleIW ~ inf £(w, µ)2 wEV('P)

which is valid for any µ E M. Moreover,

(5.41)

LeW, µ)

and so

L inf {~B(W[(lW[() - F[((w) + B[((-ux,w) - 1 gKwKdS}
KE'P wKEVK 2 J8K

+ µ.(w) - µ(w) (5.42)

where

(5.43)

Studying the estimate (5.43) one sees that the space V has been replaced by
the broken space yep) while preserving the bound on the error. Thus, the
continuity requirements on the choice of admissable functions imposed by the
space V have been relaxed. However, the statement (5.44) has not yet beeJ?
decomposed into independent contributions from each element. The contribution
from Lagrange multiplier term µ. (w) - µ(w) preserves the bound on the error. In
fact~ examining Lemma 5.2 reveals that the interelement continuity requirement
is being imposed indirectly through the Lagrange multiplier acting on the jumps
[w] on the admissable functions. A key point now emerges: this coupling between
elements can be removed by choosing the Lagrange multiplier µ to be equal to
µ., while simultaneously retaining the bound on the error.

Summarising, we have shown:

Theorem 5.3 Let JK : VK -7 1R be the quadratic functional

(5.45)

Then,
(5.46)
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5.3 The Equilibration Principle
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To begin with assume that the coefficient c appearing in the differential operator is
strictly greater than zero. Later, this assumption will be removed. Theorem 5.3
leads us to consider a sequence of local minimization problems posed on each
element K

inf JK(v) (5.47)
vEl'K

where JK is the quadratic functional defined in equation (5.44). For the present
purposes it will be convenient to reorganize the terms appearing in the functional
JK. Applying Green's identity gives

FK(v)-BK(ux,v)+ 1 gJ(vds= r rvdx+j{ R*vds (5.48)J8K iK 8J(

where r is the interior residual

r = f + ~ux - CUX

and R* is a modified form of the boundary residual

R* = gK - llJ( . VUXIK.

Theorem 5.4 Let

WK = {p E H(div, K) : llK . P = R. on 8K}

and define GK : WK -t 1R by

11 11 2GK(p)=-- p·pdx-- (V·p+r) dx.
2 K 2c K

Let <PK be the solution of the problem

(5.49)

(5.50)

(5.51)

(5.52)

Then V¢>K E WK and

Proof. The existence and uniqueness of ¢>K is a consequence of the Lax-Milgram
Theorem. Problem (5.53) means that in the sense of distributions

(5.55)
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and hence, since r is smooth on the interior of element K and ¢>K belongs to
L2(K), one sees that V¢>K E H(div, K). Furthermore, again in a distributional
sense, we have

(5.56)

and hence V¢>K belongs to WI(.
Equation (5.53) is the Euler equation for the functional JK and consequently

¢>K is a minimizer of JK, and

Furthermore,

1~ 2 1~ 1 • 2 1 1112GK(V¢>K) = --- IV¢>I(I dx - - - (CVI() dx = --III¢>K .
2 I< 2 [(c 2

(5.57)

(5.58)

Finally, since G I( is strictly concave and quadratic, it suffices to show GK is
stationary when V¢>I(. Let

q E {p E H(div, K) : n· p = o}

and let ). E JR. Then V¢>K + ).q E vVK and

d
d)' G K (V <P K + ).q) 1,\=0

- r q,V<pKdx- r ~(divq)(divV¢>K+rK)dx
iK iK C

- IK q' V¢>Kdx - IK(divq)¢>Kdx

- 1 <PK(UK' q) dsf8K

and this vanishes owing to (5.59).

Using Theorems 5.3 and 5.4 one obtains

Corollary 5.5 Let <PK and GK be as above. Then

IIIelW ~ -2 L GK(PK)
KE'P

for any choices of P E IIKE"P WK·

(5.59)

(5.60)

•

(5.61)

The implication of this result on the computation of error bounds is that by simply
constructing elements of the sets ltVK, one can obtain rigorous upper bounds on
the error. Of course, care must be exercised in choosing P K if one is to obtain
realistic bounds.
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Suppose pEW K then and define Of( to be

OK = r (\7. p + r) dxiI<
then

1 nJ(' p ds + r r dx
YOJ{ if(
1 R. ds + r rdxY8J{ iJ{

or alternatively
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(5.62)

(5.63)

OJ{ = FJ{(l) - BJ«(ux, 1) + 1 9[( ds. (5.64)Yo I<

Observe that OK is independent of the particular choice of'p. Now, with the
second term of the functional G I< in mind, we note that by the Cauchy SchwarL
Inequality

0;< ~ meac;(J() !,(\7 . p + r)2 dx

and hence for any p E lV[(,

r ~ (\7 . p + r)2 dx 2 oklcmeas(J{).iK C

(5.65.

(5.66)

This estimate shows that as we refine the partition so that ffieas(K) tends to
zero then the bound proclaimed by Corollary 5.5 will become trivial, unless the'
quantity OK vanishes too. The value of OK is not something which may be altered
by our choice of p, since it is a generic property arising from the definition of the
space WK itself. Essentially, Ok represents a third type of residual in addition to
the interior residual r and the boundary residual R•.

The means by which we can control the quantity OK is provided by the func-
tions g, that also determine the boundary conditions on the local error residual
problem (5.53). Consequently, a natural strategy is to attempt select these nmc-
tions in such a way that the'quantity OK vanishes. This procedure is referred to
as equilibration.

So far, we have assumed that the parameter c in the differential operator was
strictly positive. Much of the foregoing analysis cannot be directly applied when
c vanishes. A natural question to ask is whether the equilibration criterion is still
relevant. Inserting the function v A, where). is an arbitrary real number, into
the original quadratic functional JK gives

(5.67)

Consequently, unless OK vanishes, the value of the functional JK can be made as
negative as we wish by cho.osing ). appropriately. Therefore, if Theorem 5.3 is to
yield useful information, itiIecessary that the data be equilibrated. If the data
is equilibrated then Theorem 5.4 may extended to indude the case c = 0:
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Theorem 5.6 Suppose that c = 0 and let,

WK = {p E H(div, J{) : divp = r on J{ and nK . P = R. on 8K} (5.68)

and define G K : vVK -t 1R by

G[((p) = -~ r p' pdx.
2 i[( (5.69)

Let <PK be the solution of the problem

BK(¢>K, v) = FK(V) - BJ«(ux, v) + 1 g[(v ds \Iv E V[(. (5.70)J8J(

Then \1¢>[( E 1V[( and

The proof is virtually identical to Theorem 5.4. The requirement that the data
be equilibrated is necessary if the set WK is to be non-empty.

When c = 0 the local minimization problem is the variational form of the
pure Neumann problem

-6.¢>[( = r in K (5.72)

subject to the boundary conditions 8¢>[(j8n = R. on the whole of 8K. The
equilibration principle has a natural physical interpretation that the interior load .
r is in equilibrium with the boundary forces R•.

5.4 Construction of Equilibrated Fluxes
The discussion above indicates the advantages of constructing approximations
to the interelement fluxes in such a way that the data for each of the element
residual problems is equilibrated:

(5.73)

The equilibration condition cannot be satisfied for each element independently of
the remaining elements since the flux approximations gK and gJ on neighbouring
elements K and J are related by the condition

(5.74)

In effect, while the localization arguments from earlier have decoupled the ele-
ment residual problems, coupling still persists implicitly through the boundary
conditions if we demand that the data be equilibrated.

There are now two issues to be resolved:



5.4. CONSTRUCTION OF EQUILIBRATED FLUXES 85

• is it possible to satisfy the equilibration conditIons at all?

• if so, can this be achieved by performing independent local computations?

It is essential to reduce thp. comnutation of equilibrated fluxes to independent
local computations so that the resulting error estimator is economical to compute.
Perhaps surpris: ..glY, we shall tind that the answer to both ot these questions is
affirmative. Moreover, thp. fluxes are not uniquely determined and there is morp.
than one procedure whereby equilibrated fiuxes may be computed locally.

The basic Idea used to obtain local problems is to introduce a partition of
unity as follows. Let \}i denote the set of element vertices in the partition P and
for n E \}i let en denote the first order Lagrange basis function based at the vertex
Xn- That is, ()n is piecewise linear (or bilinear) on the partition and satisfies

(5.75)

where t5mn is the Kronecker symbol. For each element J{ E P, let \}I (K) c \}i

consist of the vertices of element J{. Notice that

L ()n(x) -- 1, x E J{.
nEIl'(K)

(5.76)

Finally, let nn denote the elements having a vertex at Xn.

We describe two basic procedures for obtaining equilibrated data: Ladeveze's
Method [45] and Flux Splitting [6, 7].

5.4.1 Ladeveze's Method

LADEVEZE AND LEGUILLON [45] (see also [25]) construct equilibrated fluxes by
defining the flux approximation on the edge T between elements K and J to be

where

- (aux) + CTK[3-ygK - anK (5.77)

(aUX)' = { ~nK' {'lUXIK + 'luxIJ}, on K nJ (5.78)
anK g, on KnrN

and [3"( : T -t R is a linear function on each edge and is identically zero on rN. It
is easily seen that this choice satisfies our earlier conditions on gK. Substituting
the definition (5.77) into the equilibration condition (5.73) and rewriting gives

(5.79)

where

(5.80)
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The equilibration condition (5.79) is localized by inserting the sum (5.76) in place
of unity giving the following condition for each element K

2: 2: CTl<1()n13'Yds = L Ol«en)·
nEIl'(l<) ,C8l<' nEIl'(l<)

(5.81)

Let '¢n, n E \}i be piecewise linear functions defined on the edges. The func-
tions are constructed so that on any edge I with an endpoint at Xm there holds

(5.82)

where onm is agaill the Kronecker symboL A straightforward computation shows
that on an edge I with endpoints Xm and Xn, one has

(5.83)

where hi is the length of f. On this edge the piecewise linear function 13, may
be written in terms of the functions '¢m and '¢n

(5.84)

where 13; and 13; are constants to be determined. Inserting this definition into
condition (5.81) and simplifying gives the condition that for each element K

- L L CTK13; = L c5K(en).
nEIl'(K) ,c8l< nEIl'(K)

A sufficient condition for (5.85) to hold is

- L CTl<I3; = c5K(On) \In E '11(K)
,c8K

which may in turn be reformulated: for each n E \}i

- L CTK13; = OK(en) VK E nn'
,c8K

(5.85)

(5.86)

(5.87)

The difference is that before we sought to satisfy the condition for each element
by solving over the nodes of the element. Now, we seek to satisfy the condi-
tion for each node by solving over the elements containing the node. Later, we
shall show that there exist constants 13; such that the conditions (5.87) are satis-
fied. Once these constants have been ascertained, one then reconstructs the flux
approximation from the definitions (5.77) and (5.83).
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5.4.2 Flux Splitting
An alternative approach to constructing equilibrated fluxes was developed in
[6, 7]. The basic approach stems from the construction of the flux approximation
employed in the classical elp.ment residual method. There, a simple averaging
of the finite element approximations to the flux from the neighbouring elements
on an edge was used. A natural alternative is to use a weighted average of the
fluxes from the neighbouring elements. To this end, introduce smooth functions
a, : 'Y -7 lR. on the interior edges. The functions 0:, are identically zero on
exterior edges. Suppose that elements J{ and J share a common edge 'Y, then the
approximation to the flux on the edge is taken to be the weighted average

(aux)
gg = CTg an . (5.88)

where

(5.89)(a;:_). = (~+ CTJ(a,) il' \luxlJ( + (~ + CTja,) il' \luxlj.
Notice that the scheme is consistent in the sense that if the approximation from
each of the neighbouring elements is the same then the approximation gJ( will
agree with this value. This expression may be rewritten as

(aux) = (aux) + a raux]an ¥ an ' an . (5.90)
:

where

(5.92)- L (J'Kla, [a;x] ds = oK(l).
'Yc8K "I n

As before, this is still a global problem thanks to the coupling across edges ex-
pressed through the functions a-y. The functions a, are chosen to be piecewise
linear on the edges

a,(s) = a~Bl(s) + a~er(s) (5.93)
where a; are constants to be determined. In an attempt to decouple the problem.
we replace unity on the right hand side by the sum l5:ft)) ana insert the c1etinition
(5.93) to obtain the condition for each element K

- L (J'Ka~1()l(S) [a;x] ds - L (J'[(a~1()r(S) [a;x] ds = L OK(On)'
,caK "I n ,cal( , n nEIl'(K)

r
aux]an = ilK' \luXIK + ilj . \luxlJ (5;91)

is the jump in the approxImation to the flux across the edge 'Y. Inserting (5.91)
into the equilibration condition and simplifying leads to the condition on each
element K

(5.94)
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One way to obtain a solution of this system is to satisfy the stronger conditions:
for each vertex xn E \}i

(5.95)

If conditions (5.95) hold then by summing over all vertices n E \}i(K) one obtains
(5.94). The systems (5.95) consist of independent problems to be solved for a~
over the support of the function ()n. As before, it is not immediately obviOlls that
there is a solution of the problems. However, if one can find constants a~ sat is-
tymg these conditions then the flux approximation is obtained from definitions
(5.93) and (5.88).

5.4.3 Solvability of Local Equilibration Systems

Both Ladeveze's Method and Flux Splitting reduce the single coupled global
equilibration condition into a sequence of independent equilibration problems.
Each such problem is localized over the patch On of elements surrounding each
of the nodes Xn in the partition. Both systems of equations are of the form: for
each vertex Xn E \}i

- L CTKµ~ = 6K(Bn) \lK c nn
leaK

where, in the case of Ladeveze's method

and in the case of Flux Splitting

(5.96)

(5.97)

(5.98)

This correspondence means that we may deal with the solvability of the local
equilibration conditions for both methods at the same time. To simplify the
notation we shall omit the superscript n.

Proper Partitions in the Plane

Suppose that the partition P is proper. That is, each element edge is either a
subset of the exterior boundary an or a complete edge of another element in
the partition. The domain n is supposed to be two dimensional. There are now
two possibilities to be considered depending on whether the vertex Xn lies on the
boundary of n or the interior.
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. -
Interior Vertex If Xn is an interior vertex then the subdomain nn is of the
form shown in Figure ?? The system (5.96) in this case is

(5.99)

This represents a system of N linear equations in N unknowns. However, the
equations are linearly dependent as may be seen by summing all equations. The
left hand side then vanishes. Fortunately, summing the right hand sides gives

(5.100)

where the final step follows since the integrals over the boundary cancel pairwise
across on each edge, and because we have summed over all elements on which en
is non-zero. Noting that Xn is an interior vertex it follows from the definition of .'
the finite element approximation Ux itself that

(5.101)

and so the sum of the right hand sides also vanishes. Consequently, the system
(5.99) has solutions determined up to an arbitrary constant.

~oundary Vertex Suppose that the vertex Xn lies on the boundary rN as in
Figure 5.2. The values of the constants µ on the edges II and IN+! are required
to vanish in both Ladeveze's and the Flux Splitting methods. This is a natural
condition since the value of the flux on these boundaries is known exactly and it
is undesirable to introduce any perturbations. Incorporating these constraints,
the system (5.96) has the form

(5.102)
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This time there are N equations in only- N - 1 unknowns. The first N - 1
conditions in (5.102) uniquely determine the unknowns. Summing the first N-1
equations reveals that

N

µN = -ON(On) + L OJ{(On)
[(=1

(5.103)

and then a calculation similar to the case of an interior vertex shows that the
second term on the right hand side vanishes. Consequently, the N-th equation in
the system (5.102) is automatically satisfied. The system therefore has a unique
solution when the vertex lies on the boundary.

There is an additional possibility that may arise in the Flux Splitting algo-
rithm. It may happen that the approximation to the normal fluxes between two
elements is continuous. This imposes the extra constraint that the constant µ~
must vanish. If there is only one edge on which to enforce the constraint then
there is no problem since the solution of the original problem was determined
only up to an arbitrary constant. However, for more than one edge the condi-
tions cannot be satisfied in general. In practice, these situations occur due to
symmetry which often allows the system to be solved anyway.

Irregular Partitions in the Plane

Several finite element codes now incorporate local refinements in which irregular
partitions are created (seeFigure 5.3). Previously these cases have not be singled "
for attention because little is changed from the analysis of the proper partitions.
It is worth pointing out the differences in the equilibration procedures for'such
meshes. The discussion is based on AINSWORTH AND ODEN [6].

The first difference comes in the classification of the vertices of the partition.
The open nodes in Figure 5.3 show where the linear degrees of freedom must be
constrained so that a conforming approximation is obtained. Such vertices must
now be excluded from the set \}i of regular vertices in the partition. The Lagrange
basis function associated with the vertex Xn shown in Figure ?? is still defined
to be the piecewise bilinear function satisfying the conditions

(5.104),
However, a little reflection reveals that en is also non-zero on elements not con-
taining the vertex Xn. In particular, the support of ()n consists of elements 2, ...
,7. The previous definition is modified to become

On = {K E P: K c suppOn}' (5.105)

That is, nn consists of the elements on which On is non-zero. The definition of
the set w(K) is also modified to

\}i(K) = {n E \}i : K C supp On}' (5.106)
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Each of these definitions generalize the original conditions. It is worth noting
that the key identity (5.76) used in the localization process is preserved

L ()n(X) = 1, x E [{.
nEIl'(K)

(5.107)

Both Ladeveze's method and the Flux Splitting algorithm arc derived following
the same steps as before. This leads to a series of local systems of equations that
are expressed exactly as in (5.96): for each vertex Xn E \}i

- L CTKµ~ = OK(On) \;f[{ cOn-
-ycBK

(5.108)

However, the modified notations mean that the issue of solvability has to be
considered afresh. For example, expanding the conditions for the vertex Xn using
the notations shown in Figure 5.4 gives (omitting superscripts)

-µ1 - µ6 - µ7 = 02(en)
µl - µ2 = 03(On)

µ2-µ3-µ4 = 04(()n)
µ7 - µg = 05(en)

µ3-µ5+µ6+µg = 06(Bn)
µ4 + µ5 = 07(Bn). (5.109)

The system is singular as may be seen by summing the left hand sides. As before
the sum of the right hand sides reduces to L(On) - B(ux, en) which vanishes
since (Xn is a regular node) en belongs to the finite element subspace. It suffices
to show that this is the only linear dependency within the system. For propeI
partitions this was a trivial fact.

ConsideI then a general Iegular vertex Xn. The system (5.108) may be ex-
panded as a matrix equation

Mµ=8. (5.110)

where 8 E JRE with E the number of elements contained in the patch On. We
examine the null space KeI, Mt, where Mt is the transpose of M. Suppose that
e E Ker Mt. Then Mte = O. First, notice that each column of Af (and therefore
each row of Mt) has precisely two non-zero entries corresponding a single edge 'Y
in the patch nn' Moreover, if the edge 'Y separates elements Land R, with L > R
say, then these entries are: +1, in the row corresponding to element L; and -1
in the row corresponding to element R. In turn this means that f.L - f.R = 0
since Mte = o. Thus, for any pair of neighbouring elements in the patch we have
that the corresponding components of ~ must be identical. However, for any pair
of elements K and J in the patch, starting from [{ we can always find a path
leading to element J by passing across element edges. As we pass across an edge
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the value of the component of ~ in the new element is the same as the value in
the initial element K. Hence, (,[( = (,J for all pair of elements in the patch. We
have shown that if ~ E Ker A;[l then ~ must have all its components equal, i.e.

Ker AIt = span{oX} (5.111)

where oX= (1, ... , l)t. Therefore, a necessary and sufficient condition for the
systems (5.108) to have a solution is that the sum of the components on the right
hand sides be zero. This has already been seen to be true. The solution exists
and is determined up to an arbitrary constant (as for proper partitions).

The systems (5.108) have a sufficiently simple structure on proper partitions
for it to be possible to write down solutions explicitly. However, on irregular
partitions this is not so straightforward. It is undesirable to attempt to enumerate
every possible mesh configuration. A simple general procedure for constructing
solutions was presented in AINSWORTH AND aDEN [6]. A typical system is of
the form

A1µ = O.

Suppose that we can find a solution of the related system

(5.112)

(5.113)

then we simply take µ = Mt~. The matrix M Mt is symmetric, positive and
indefinite. Moreover

Ker (M Mt) = Ker Mt = span {oX} (5.114)

with oXas before. Therefore, the system (5.113) has solutions. The key obser-
vation is that in addition, the matrix M Mt has a particularly simple structure.
Assume K and J are elements in the patch On. Earlier arguments show that the
components of M are given by

{

I,
MK,"I = -1,

0,

if 'Y = K nJ with K > J
if 'Y = K nJ with K < J
otherwise

(5.115)

Consider the diagonal element of M Mt corresponding to element K:

[.M Mt]K,K = LMk,"I
"I

where the summation is over all edges in the patch. Therefore,

[M Mt]K,K = number of elements in patch adjacent to element K.

(5.116)

(5.117)

(5.118)

A similar argument can be used to obtain the off-diagonal elements (K =I J):

[MMt] = {-1, if K a~d J share an edge .
K,J 0, otherwIse
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The net result is that the topology matrix A1Mt is readily constructed directly
from the topological information in the patch and has integer entries. The con-
jugate gradient algorithm is suitable to solve (5.113) since the matrix vector
products may be efficiently implemented and the method generally requires at
most three iterations (even for irregular meshes in three dimensions). Having
obtained ~, the action of Mt is performed using the information in (5.115). The
advantage of this approach is that it copes with all mesh topologies in a straight-
forward and numerically stable manner. Further details and operation counts
will be found in [6].

Once a solution of the systems (5.108) has been computed, the fluxes are con-
structed using (5.83) for Ladeveze's method or (5.93) for Flux Splitting. There is
the slight difficulty with Ladeveze's method that the definition (5.82) character-
izing the function 1/Jn has to be altered to accommodate the various topologies.

Partitions in Three Dimensions

Equilibration on (proper and irregular) partitions in three dimensions is essen-
tially the same as in two dimensions with element faces taking over the role of
the element edges. The solvability of the systems can be dealt with by precisely
the same argument used for irregular partitions in two dimensions. Furthermore,
the system can be solved efficiently even on irregular meshes by following the
approach based on the topology matrix discussed above.

The minor difference with the two dimensional algorithm is that the defini-
tion of the functions 1/Jn used in Ladeveze's method must be altered. The chief
advantage of the Flux Splitting approach is that it can cope with the myriad of
possible mesh configurations when using irregular meshes in three dimensions.
The drawback is the careful treatment sometimes needed for continuous fluxes.

5.4.4 Higher Order Equilibration
Let X be the finite element subspace and for each element let XI( consist of the
restrictions of functions from X to the element K. It has been demonstrated that
flux functions g-y on the edges may be constructed so that on each element K in
the partition

O=FI«(v)-BI«(ux,v)+ r gKvds forallv EXI(. (5.119)i8K

The equilibration condition follows immediately from this fact. So far all the
arguments have been for first order approximation. The question arises of whether
(5.119) can be satisfied when XK is constructed using higher order basis functions.
The following simple inductive argument will show how property (5.119) can be
satisfied when X K is constructed using higher order basis functions.

Suppose that the finite element subspace is based on polynomials of degree
p = 2. Associated with each edge 'Y in the partition is a test function ()-y E X
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supported on the two elements sharing the- edge. Often e, is referred to as the
edge bubble function. Let

(5.120)

so that n, consists of the elements of which I is an edge.
Let g~ be edge functions constructed so that condition (5.119) holds whenever

v is a first order polynomial basis function. New edge functions approximating
the boundary flux are defined by

(5.121)

where 'l/J..., : I -7 lR. is the quadratic function uniquely defined by the conditions

(5.122)

and
J..., 'l/J;(s) ds = L (5.123)

The constant µ, will be chosen to satisfy the higher order equilibration condition.
The boundary function is then given by gl{ = CTl{g...,. The equilibration condition

(5.124)

(5.125)

can easily be seen to hold whenever v E Xl{ is a first order basis function.
Moreover, the condition holds when v E XK is a second order interior basis
function supported on the single element K, from the definition of the finite
element approximation itself. Thus, it suffices to deal with .the case of v being an
edge bubble function. Inserting the expression (5.121) into the condition (5.119)
with v = e, leads to

(5.126)
where

o~(v) = FK(V) - BK(ux, v) + r g~vds.J8K

This is analogous to the condition (5.87) but has a simpler form owing to e, being
supported on only one edge. Letting Rand L denote the pair of elements sharing
edge I with R > L gives the conditions

(5.127)

The system has a solution since

(5.128)
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thanks to the definition of the finite element approximation. The construction is
repeated for all edges allowing boundary fluxes to be found such that condition
(5.119) is satisfied.

The process described above shows how boundary fluxes equilibrated up to
first order may be extended to second order. The same arguments may be used
inductively to extend the equilibration to the full order p of the finite element
approximation. Of course, one cannot then continue to higher orders since the
argument relies on properties of the finite element approximation.

The results obtained in this section are summarized in:

Theorem 5.7 Let Ux E X be a Galerkin finite eLement approximation:

B(ux,v) = L(v) \;fv EX. (5.129)

Then, there exist smooth (polynomiaL) functions defined on the interelement edges
such that the equilibration condition is satisfied

where

(5.130)

(5.131)

and gK + gJ = 0 on K n J. Moreover, the functions may be computed locally
using the algorithms described above.

5.5 A Posteriori Error Estimators
Two key results have been obtained: Theorem 5.3, is the basic result showing
the possibility of obtaining computable upper bounds on the energy norm of
error in the finite element approximation; and Theorem 5.7, showing that it is
possible to compute approximations to the boundary flux so that the equilibration
condition is satisfied. The task is to use these results to derive a posteriori error
estimators. There are two basic approaches: solve the primal problem or solve
the dual problem.

5.5.1 Primal Method
The primal method consists of solving the primal problem (5.53):

(5.132)

where VK is the space

(5.133)
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A solution exists provided that the equilibration condition is satisfied. According
to Theorem 5.3 and Theorem 5.4 (or Theorem 5.6 in case c = 0) one obtains

IllelW:::; L III¢>KIII~·
[(E"P

Thus, an appropriate choice for the error estimator 7][( is to take

(5.134)

(5.135)

This method is not a viable algorithm since the space VK is infinite dimensional.

Relationship with Classical Element Residual Method

The problem (5.132) is reminiscent of the classical element residual method dis-
cussed in the pre'/io~s chapter. In fact, suppose that the finite element approx-
imation Ux is based on first order basis functions and that we simply take the
boundary flux functions to be

_ (aux).g'""( - an (5.136)

The residual problem (5.141) may not have a solution with this choice of data.
However, if we first replace the space VK by the finite dimensional subspace

(5.137) .'

where YK is one of the subspaces defined in Section 4.3.1, then problem (5.141)
now has a solution. The method is precisely the classical element residual method.
The approximation provided by the subspace YK means that one will not have a
guaranteed upper bound on the error.

5.5.2 Duality Method
An alternative approach is to solve the dual problem suggested by Theorem 5.4
and Theorem 5.6: find pEW K such that

(5.138)

where WK is defined in Theorem 5.4 and Theorem 5.6. The equilibration principle
assures us that a solution p exists. An error estimator may be defined by

and Theorem 5.3 then gives the upper bound

Illell12
:::; I: III¢>KIII~·

KEF

(5.139)

(5.140)
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The infinite dimensional problem (5.138) has to be ·approximated by a suitable
finite dimensional approximation. LADEVEZE AND LEGUILLON [45] construct a
finite dimensional subspace of WI< using a finite element discretization on a parti-
tioning of the element J{ into three or four subelements. Many other constructions
suggest themselves. The basic approach to a posteriori error estimation based on
constructing a dual variational principle seems to be due to DE VEUBEKE [29].

5.6 The Equilibrated Residual Method
The infinite dimensional problem to be approxima.ted is: find ¢>I< E VI< such that

(5.141)

where the finite element approximation Ux is based on polynomials of degree
p. Suppose that the oounda.ry fluxes have beell chosen so that the equilibration
condition

0= FJ{(v) - BJ{(ux,v) + 1 gJ(vds 'IIv E XJ( (5.142)JaJ(
is satisfied. We construct a family of subspaces XI~q), q E IN as follows. If the
element K is the image of the reference element J{ under an invertible mapping
FK then

where R(q) is the space

(5.143)

{
a(q)

R~)= p~)
if K is a square
if K is a triangle

(5.144)

In particular, note that the local finite element space XI< = yJ!). A sequence of
error estimators for q = p, p + 1, ... may be defined by: find ¢~) E Ylq) such that

(5.145)

with the error estimator given by

(5.146)

By increasing the polynomial degree q, the accuracy of the approximation to the
infinite dimensional problem (5.141) is improved. In effect, one is using the p
version finite element method on the single element K; c.£. BABUSKA ET AL

[20, 19].
It is impractical to calculate the error estimators using the full space y}l)

for larger values of q owing to the expense of the computation. The alternative
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is to solve on a subspace of the full space YI~q). For instance, one might use
the same functions used for the classical element residual method. However, the
equilibration property may be exploited by using a more appropriate subspace
B~)

B~) = {v E YI~q): B(v, w) = 0 \;fw E y~q-1)}. (5.147)

Clearly these basis functions will be problem dependent and are discussed more
fully later. Importantly, the dimension of the space B~) is significantly less than
the full space y~q)

(5.148)

The size of the error residual problem using the space B~) is relatively modest
but the danger is that accuracy may have been sacrificed. The principal property
of the subspaces is that the solution of the error residual problem is identical with
the solution obtained using the full space:

Theorem 5.8 Suppose that the boundary fluxes have been chosen so that the
equilibration condition is satisfied. For q = p + 1, p + 2, ... let ¢>~) E y~q) be such
that

(5.149)

and let ¢~) E B~) be such that

(5.150)

Then

and
q

III¢>~~)III~= L III¢~)III~
j=p+1

(5.151)

(5.152)

Proof. The definition of the spaces BY;) implies that for any Vj E B~) and
Wk E B<:)

and for q > p
q

y~q) = XK U U B~).
j=p+1

(5.153)

(5.154)
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Therefore, we may write
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(5.155)
q

¢>~) = Wx + L Wj

j=p+l

where Wx E XK and Wj E B~). Let DK(V) denote the linear functional appearing
in the error residual problem

(5.156)

Then, for any Vx E XK, the equilibration property reveals that

q

O=DK(vx)=B(¢>~),vx)= I: B(wj,vx)+B(wx,vx)=B(wx,vx) (5.157)
j=p+1

and hence Wx = O. Therefore, for any Vk E BJ~)

q

B(¢~),vk) = DK(Vk) = B(¢>~l,vk) = L B(wj,vd = B(wk,vk)
j=p+l

and hence Wk = ¢~). Consequently,

q
",(q) - '" ),(j)
'PK - ~ 'PI<'

j=p+1

Property (5.153) immediately shows that

q

B(¢>~), ¢>~)) = L B(¢~), ¢~)).
j=p+1

(5.158)

(5.159)

(5.160)

•
The result shows not only that one may use the reduced spaces B't) to construct
the solution on the full space, but also reveals that the functions ¢~), k = p +
l,p + 2, ... may be computed independently and then summed. In each case,
the resulting error estimator is identical. The result is of considerable practical
importance with regard to computing the estimators economically.

A posteriori error estimates for the residual problem

One can actually assess the accuracy of the approximation ¢>~) ~ ¢>K to the so-
lution of the infinite dimensional problem. If the p-version finite element method
is used to approximate a solution having a singularity on a corner of the domain
then the rate of convergence is (see [20, 19])

(5.161)
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where Nq = (q + 1)2 and C, a are positiv~ constants depending only on 4>K. A
simple computation reveals that

1114>K- ¢}~)III7( = III¢I(III~( -III4>~)III~· (5.162)

Therefore, we make the assumption that

III¢[(III~( -1114>}~)III~(= CN;;2o.. (5.163)

Suppose that we compute 111¢~+1)111[( and 111¢~+2)IIIK' The value of 11I¢~)IIIK
is known to be zero owing to the equilibration condition. Theorem 5.8 may be
invoked to obtain the values of 1I1¢(q)IIIK, q = p, p+ 1 and p-i- 2. Three equations
may be obta.ined from equation (5.163) by choosing q to be p, p + 1 and p + 2.
Eliminating the constants C and a between these equations leaves the following
equation for the 'unknown' III¢KIIIK:

III¢KIII~ - 11I¢~+2)1117(
IllrpKIII~ - 111¢~+1) 1117(

log(Np+2INp+\ )
1114> K II 17( - I114>}~+1)1117( log(Np+\ IN,,)

1114>[( I117( - I II 4>~) III ~
(5.164)

This equation may be solved to obtain an approximation to the value of III4>KIIIK'
This type of extrapolation technique has been used to obtain global a posteriori
error estimates for p-version finite element computations SZABO [56].

Summary

The purpose of this section has been to show how, in principle, one may resolve
the infinite dimensional local error residual problem (5.53) exploiting the equili-
bration property. A key role is played by the finite dimensional subspaces B~).
In particular, one may control the accuracy of the approximation of the infinite
dimensional problem, and even make use of an extrapolation procedure to obtain
enhanced approximations to the energy of the true solution. Summarizing, we
have

Theorem 5.9 Suppose that the boundary fluxes have been chosen so that the
equilibration condition is satisfied. For each element K E P, let ¢~) E B~),
q = p + 1,p + 2, ... , be defined by

BK(¢~)' v) = FK(V) - BK(ux, v) + 1 gKvds Vv E B~). (5.165)JaK
Then

q

L 111¢~)11I~ -+ 1114>KIII~ as q -+ 00
k=p+l

and the error in the finite element approximation is bounded by

IlIelW::; L 1114>KIII~(·
KEP

(5.166)

(5.167)
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Proof. The limit (5.166) followsfrom the convergence estimates for the p-version
finite element method and Theorem 5.8. The bound (5.167) follows from Theo-
rem 5.3, Theorem 5.4 and Theorem 5.6. •

5.7 Treatment of the Local Spaces B(q)

5.7.1 Construction
Let K be a reference element and define the space

B(q) = {v E R(q) : B(v, w) = 0 Vw E R(q - 1)} (5.168)

where R(q) is either Q(q) or P(q) depending on whether K is a square or triangle.
A basis for B(q) is easily constructed. Suppose that the basis functions for R(q)
are ordered so that functions belonging to the subspace R(q - 1) appear first.
Let 'l1q be the vector whose components are the basis functions, so that

(5.169)

where 'l1L (respectively 'l1H) is formed using the basis functions from R( q - 1)
(respectively R(q)\R(q - 1)). This partitioning induces a block structure on the
element stiffness matrix

[
~LL ~HL].
ALH AHH

A basis for the space B(q) is obtained by letting

(5.170)

(5.171)

and taking the basis functions to be the components of w~. It is readily verified
that these functions form a basis for the space B(q). Figures 5.5:-5.7show
typical baSis functions for the spaces 8(2), 8(3) and 8(4) when K is the square
reference element and the bilinear form corresponds to the Laplace operator. The
matrix ALL is singular unless the constant mode is factored out by prescribing a
Dirichlet condition at a single (arbitrary) point.

A basis for the spaces B~) can be found in the same manner.

5.7.2 Approximate Subspaces

An obvious drawback in constructing the spaces B~~) is that the computation
has to be repeated for each element. An alternative is to define approximate
subspaces

(5.172)
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where FK : K -7 J{ is the usual mapping of the reference element. The space f3(q)

is then constructed once and for all on the appropriate reference element and the
basis functions 'hard-wired' into the finite element code. The bilinear form B(-,.)
is taken to be the operator for the class of problems under consideration with
frozen coefficients. If the elements are not too distorted then one might expect
that as the partition is refined, the spaces fj~~) produce results approaching those
obtained if the true spaces 8~~)were used. This statement will be quantified after
the next section.

5.7.3 Framework for Analysis of Approximate Subspaces

The analysis of the effect of choosing a subspace with which to approximate the
full space may be dealt with under a general framework. The problem on the full
space is of the form: find ¢ E Y such that

B(<jJ,v) = D(v) \Iv E Y

where the data D(·) satisfies the equilibration condition

D(v) = 0 \Iv E X C Y.

(5.173)

(5.174)

Typically, we choose an approximate subspace Y' to be the space Y with elements
of the subspace X excluded. Therefore, let II : Y -+ X be bounded, linear and
-su-:j"ct!ve_ Tilia..app!'(\ximat,p' subspaGe has the form '.

Y' = {v - IIv : v E Y}.

The approximation to the problem on the full space is to find: 4>' E Y'

B(¢', v) = D(v) Vv E Y'.

(5.175)

The issue is to assess the accuracy of the approximation 1114>111 ~ 1114>'111. The ac-
curacy is related to the angle between the subspaces Y' and X expressed through
a Strengthened Cauchy-Schwarz Inequality.

Theorem 5.10 Suppose that the Strengthened Cauchy-Schwarz Inequality holds

IB(v,w)1 ~ µlllvllllllwlll \Iv E Y',w E X.

where 0 ::; µ < 1. Then

1114>'111 ~ 1114>111::; J, 1 I) 1114>'111.

(5.177)

(5.178)



5.7. TREATMENT OF THE LOCAL SPACES 8(Q)

Proof. Let v E Y be arbitrary. Then

Iliv - IIvlW = IIlvlW - IlIIIvlW + 2B(Dv, IIv - v)
::; IIlvlW -IIIIIvIW + 2µIIIDvllllllv - IIvlll
::; IIlvlW + µ2111v- TIvlW

where the inequality 2µab ::;a2 + µ2b2 has been used. Hence,

1Illv - Dvlll:S I ') IlIvlll·1-µ

Note that
1114>111 = sup IB(¢, v)1

vE)'

and so by the equilibration condition and the definitions
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(5.179)

(5.180)

(5.181)

...

Finally, since Y1 c Y

11I.pIII sup IB(¢, v - Dv)1
vEY Illvlll
sup IB(¢', v - Dv)1
vEY Illvlli

< 1114>/111sup Illv - IIvlll
vEY IIlvlll

1
< 1114>

/
111. (5.182)

1114>IIW = D(¢/) = B(cjJ,4>I) ::; 1114>1111114>/111 (5.183)

and the result is proved. _

The subspaces B~) defined earlier are constructed so that the Strengthened
Cauchy Schwarz Inequality is valid with the constant µ = O. Theorem 5.10
confirms the earlier finding that the solution on the subspace coincides with the
solution on the full space. The effectsof using the approximate subspaces i3~) can
be analyzed by estimating the size of the constant µ. Intuitively, if the elements
are not too distorted then µ will be small meaning that the subspaces provided
a satisfactory approximation.

5.7.4 Alternative Choices of Subspace
ODEN ET AL [49]propose an alternative set of subspaces for dealing with the
error residual problem which have been popular. The subspaces are based on a
'p-interpolation' operator II; : Q(p + 1) -t Q(p) defined by

(5.184)
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where UL is the standard bilinear interpolant to U at the vertices of the square
reference element K. To describe the functions UE and UI, we first introduce
the space JP~) (1) of polynomials of degree p on the interval I that vanish at the
endpoints. The restriction of the function UE to each edge i of the reference
element K belongs to the space JP~) (i) and satisfies

(5.185)

where the prime denotes the derivative with respect to arc length. The interior
function UI E Q(p) vanishes on the boundary oR and satisfies

(5.186)

The operator II; is used to construct an approximate subspace for solving the
error residual problems

M(pH) = {v E Q(p + 1) : II;v _ O}. (5.187)

(5.188)

We shall analyze the effectiveness of this choice using the framework of the pre-
vious section. First, we find a simpler description for the space.

The interior function UI vanishes along each of the boundaries i and so equa-
tion (5.185) may be rewritten as

!/II;u)' VI ds = hul v' ds Vv E JP~)(i).

Similarly, equation (5.186) is equivalent to

[ r ~-if( \7 (IT;u) . \7vdx = if( \7u· \7vdx Vv E Q(P) nHJ(K).

The operator IT; has a simpler interpretation:

(5.189)

Lemma 5.11 Let ITp : Q(p + 1) -+ Q(p) denote the interpolation operator that
interpolates at the Gauss Lobatto points. That is,

(5.190)

where (j are the zeros of the polynomial (1- s2)L~(s) with Lp the p-th degree
Legendre polynomial. Then

(5.191)

Proof. Let 6 E Q(p) be the difference

(5.192)



5.8. EQUIVALENCE OF ESTIMATORS 105

(5.193)

Each of the operators IT; and ITp interpolate at the vertices of K and hence 8
also vanishes at the vertices. Let;Y be any edge of K. Then by (5.188) .

h 8' v' ds = h(IT;u - ITpu)' v' ds h(u - ITpu)' v' ds

but on the edge U -- ITpu ex: (1 - s2)L~(s) and since Lp satisfies Legendre's differ-
ential equation

C 8' v'(s) ds ex: C Lp(s)v'(s) ds = 01; J';f (5.194)

using the orthogonality property of Legendre polynomials. Hence, 8 vanishes on
the boundary aK. Finally, by (5.189), for any v E Q(p) n Hd(I{)

r~\18· \i'vdx = r~V(IT;u - I1pu) . Vvdx = r~\7(u - I1pu), Vvdx (5.195)Jk Jk Jf<
However, U - ITpu ex: (1 - x2)L~(x)(1 - y2)L~(y) and so similarly to above one
finds

JK Vo . Vv dx = 0 Vv E Q(p) n HJ (K). (5.196)

Hence, since 8 vanishes on the boundary it follows that 0 is identically zero. _

An immediate consequence is that the space M(P+l) may be rewritten more
simply in the form

M(P+1) = span {Xj(x)Xp(Y), Xp(x)Xj(Y), Xp(x)Xp(y) j = 1, ... ,p - 1}. (5.197)

where Xj(s) = (1-s2)Lj(s). The constant µ in the strengthened Cauchy Schwarz
Inequality may be computed by solving an eigenvalue problem. TableD:!; contains
the values obtained for various polynomial degrees for the Laplace operator. One
sees that the value of the all important quotient 1/ .)1 - µ2 grows relatively slowly.
The spaces M~+l) used on an actual element are obtained through the usual
mapping principle and may result in much larger Cauchy Schwarz constants if
the elements are distorted or if the operator is not the Laplacian.

5.8 Equivalence of Estimators
The analysis has shown that the estimator obtained using equilibrated data pro-
vides an upper bound on the discretization error. We nov,'show that the estimator
is an equivalent measure of the error. The analysis follows that of AINSWORTH
[3]. To begin with, consider the estimator obtained from the solution of the
residual problem on the infinite dimensional space VI( (c.L equation (5.53))
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where the finite element approximation Ux 'E X is based on Dolynomials of degree
p and the boundary fluxes have been chosen so that the equilibration condition- -

(5.199)

is satisfied. Integrating the right hand side by parts gives

where T is the familiar interior residual

T = f + .0,·u); - eu);

and R. is a boundary residual

R. = 9[{ - n [( . V u x IJ( •

(5.200)

(5.201)

(5.202)

Let IIxv denote the interpolant to v from the finite element subspace X. Thanks
to the equilibration condition there folluws

(5.203)

The Cauchy Schwarz Inequality along with the standard approximation theoretic
results imply that

(5.204)

where K consists of the element K and its neighbouring elements. Hence, choos-
ing 'V to be ¢K gives

(5.205)

Inequality (3.60) applies equally well to the present situation

(5.206)

Moreover, the same arguments leading to inequality (3.67) yield

1IR.IIL2b') < C {h[{1/211Ielll:y + h;{2 IIrI< - IIprKIIL2(K) + I!R. - IIpR.I!L2(-r)}·

(5.207)
where I C 8K is any edge and l' consists of the pair of elements sharing the edge.
Consequently, we have proved:
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Theorem 5.12 Let 4>K E VI( be the solution of problem (5.198) with equilibrated
data. Then there exist a positive constant C dependino onlv on the shape regy,:-
larity of the elements and the polynomwl degree p such that

and

IllelW::; :L III¢[{III~(
I(EP

(5.208)

L 1114>KIII~~ c {lllelW + L h;( IIf/( - rIpfJ(II~2(l{) + :L h-y Ilg - I1p91l~2(-y)}'
KE'P KEP -ycrN

(5.209)
Moreover, the local bound

1114>KIII~::; C f Illelll} -L h;( Ilf/( - rIpfK II~d/() + L h-y Ilg - I1p911~2(-y)} .l 'Ycrxn8K
(5.210)

holds for all elements J{ E P.

Proof. The left hand inequality follows from Theorems 5.3, 5.4 and 5.6. The
remaining inequalities follow from the above arguments. -

As usual the terms involving\f - I1pf and g - I1pg 'will be small in comparison
with the remaining terms. The local bound fS of importance in the deSIgn of
adaptive refinement algorithms.

5.8.1 Approximate Solution of Local Residual Problem
Suppose that the local residual problem (5.198) is approximated by solving on a
finite dimensional subspace Y}/) C VK

Identical steps leading to the estimate (5.205) give

L 1114>~)III~ < C L h~ IIrKII~2U() + hK IIR*II~2(8K)'
KEP KEP

and hence the estimate

(5.212)

L 11I4>~)III~::; C {lllell12 + L h~( IlfK - I1pfgIlLU() + L h-y IIg - I1pgll~2(-y)}'
K~ KG ~~ .

(5.213)
The proof of equivalence relies on



108 CHAPTER 5. THE EQUILIBRATED RESIDUAL METHOD

Lemma 5.13 There exists a constant C depending only on the shape regularity
of the elements and the polynomial degree such that

(5.214)

and

1I14IIL2(,) ::; c {h;1/2111¢}~)III[( + h~f211T- DprIIL2(K) + L 1114 - DpR.IIL2(-r)}'
-ycrNn8K

(5.215)

Proof. Essentially the same as Lemma 4.3. •
Summarizing, we obtain

Theorem 5.14 Let 4>}~) E yAq), q > p be the solution of problem (5.211) with
equilibrated data. Then there exist a positive constant C depending on the shape
regularity of the elements and the polynomial degree p such that

IIlelW ::; C L {1114>}~)III~+ h~( Ilf - Dpfll~2(K) + L hK Ilg - rrpgll~2(,)}
KEP -yc8KnrN

(5.216)
and

L 1114>~)III~< c {lllelW + L h~( IIfK - DpfKII~2(K) + L h"{ IIg - Ilpgll~2(,)}'
KEP KEP "{CrN

(5.217)
Moreover, the local bound

1114>~)III~::; C {lllelll~ + h}( IIf - Ilpfll~2(K) + L hK IIg - Ilpglli2("{)}

"{CaKnrN

(5.218)
holds for all elements K E P.

One can immediately extend this result to cover the case where the full space
of polynomials y~q) is replaced by an approximate subspace, by making use of
Theorem 5.10.



Chapter 6

Applications

6.1 Stokes and Oseen's Equations

There are a number of specific issues that must be resolved when developing
a posteriori error estimates for the Stokes problem. Firstly, the Stokes prob-
lem involves an incompressibility constraint and one must decide how to take
proper account of the condition. In addition, the Oseen approximation of the
incompressible Navier Stokes equations contains a non-self-adjoint operator in
the momentum equations. This means that there is no natural energy norm in
which to measure the error.

Explicit a posteriori error estimates for the Stokes' problem have been derived
by BARANGER AND EL AMRI [26] and VERFURTH [58]. Generalizations of the
classical element residual method have been developed by BANK AND WELFERT

[23] and VERFURTH [58]. The estimator is obtained by solving a local Stokes
problem on each element, yielding a pair of functions whose norm is then used as
an estimate of the true discretization error. One might have expected to be faced
with an element residual problem requiring the solution of a local Stokes problem.
However, there are drawbacks with this approach. For instance, it has been shown
in earlier chapters that the local residual problem has to be approximated using
an appropriate subspace. However, when dealing with the Stokes problem, the
subspaces used to approximate the pressure and velocity components should also
be constructed so that the inf-sup stability condition is satisfied. Consequently,
one faces additional, rather awkward difficulties in designing stable schemes with
which to approximate the local problem.

The present discussion follows [8]. The error estimator is based on solving
local residual problems. Firstly, the basic question of the norm in which the error
will be estimated is considered. One outcome is that, perhaps surprisingly, it is
unnecessary to solve a local Stokes problem in order to obtain an a posteriori error
estimate. The significance of this conclusion in the design of a general a posteriori
error estimation procedure for incompressible fluid flow is vital. In particular, the

109
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approximation of the local residual problems can, to a large extent, be developed
independently of the type of element used to approximate the original fluid flow
problem since there is no inf-sup condition to be satisfied. The analysis is valid
for essentially any conforming discretization scheme for the Stokes problem. The
approach reveals aT!appropriate equilibration principle for the determination of
the boundary data and the error estimator provides an upper bound on the true
error in an energy like norm.

6.1.1 Model Problenl

Introduce function spaces V and IV as follows

Let B : V x V -+ lR and b : V x ltV --7 lR be the bilinear forms

b(v,q) = - j~q divv dx

and

(6.1)

(6.2)

B(v, w) = In {IIVv, Vw + w· (U . V) v} dx (6.3)

where II > 0 is the viscosity parameter and U is a smooth solenoidal vector field
on n (i.e. divU = 0). For given data f E L2(S1) x L2(S1) we seek the solution of
the problem:

Find (u,p) E V x W such that for all (v, q) E V x W

B(u, v) + b(v, p) + b(u, q) = F(v)

where F :V -+ lR. is the linear functional

F(v) = Inf.v dx.

(6.4)

(6.5)

Equation (6.4) may be written equivalently as a pair of equations by choosing
v = 0 and q = 0 in turn. For ease of exposition we consider only homogeneous
Dirichlet boundary conditions. More general conditions may be dealt with in an
analogous fashion. In order to describe sufficient conditions for the existence of
a solution to (6.4) we introduce inner products a(·,·) and c(·,·) on V and W
respectively:

and

a(v, w) = In IJVV' Vwdx (6.6)

c(p, q) = Inp q dx. (6.7)

These inner products induce norms on V and W denoted by 1I'lIa and 1I'lIe re-
spectively. The following facts [38] concerning Band b will be useful:
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• there exists a positive constant CB such that

IB(v, w)1 ::; CB Ilvlla Ilwlla \Iv, wE V

•

III

(6.8)

Ib(v, q)1::; 1/-1/21Ivlla IIqllc \I(v, q) E V x W (6.9)

• b satisfies an inf-sup condition: i. e. there exists a positive constant ab such
that

(6.10)

e B is coercive: i.e. owing to the vector field U being solenoidal there holds

B(v, v) = Ilvll~ \Iv E V (6.11)

Under these conditions it follows [38] that there is a unique solution to (6.4).

6.1.2 Norm on V x W

The usual choice of norm on the product space V x Hi is

{
2 2} 1/2(v, q) t-t Ilvlla + Ilqllc . (6.12)

It will be convenient to establish an equivalent norm for the space V x W. Let
(e, E) E V x W be arbitrary. The pair (¢,1/;) E V X Hi is defined to be the Ritz
projection of the residuals. That is,

a(¢, v) + c(1/;,q) = B(e, v) + b(v, E) + b(e, q) (6.13)

for all (v, q) E V x W. The existence and uniqueness of the pair (¢,1/;) follows
from the continuity of the forms Band b. Therefore, we may define

111(e, E)III = {II¢II~ + II(~I~}1/2 ~6.14)

The following result confirms that this quantity is a norm on V x W equivalent
to the usual norm:

Theorem 6.1 Under the foregoing assumptions and definitions, there exist pos-
itive constants k1 and k2 such that

(6.15)

. where kl depends only on CB and 1/; and, k2 depends only on CB and abo
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Proof. Right Hand Inequality. Making' use of (6.10), (6.13), (6.8) and the
Cauchy-Schwarz Inequality yields:

(6.16)

Using (6.11), (6.13) (with q = -E and v = e) and the Cauchy-Schwarz Inequal-
ity:

Ilell: ~ 11<pllo Ilelia + 1I1/Jllc IIEllc
From (6.16) and (6.17) one finds

1 1 ( C )2 1211ell~ ~:2 11<p11" + O:~ 111/Jllc + D:b lI¢ila 11'ljJllc

(6.17)

(6.18)

Combining (6.18) with (6.16); once again using (6.18) gives the result with k2 a
constant depending on ab and CJ3.
Left Hand Inequality. Using (6.13), (6.8), (6.9) and the Cauchy-Schwarz Inequal-
ity gives

11<Plla ~ Cn lIello + v-I
/
21IEllc

Using (6.13) and (6.9) gives

11'ljJ11~= b(e, 'ljJ) ::; v-l/2I1ella 11'ljJllc

(6.19)

(6.20)

Combining (6.19) and (6.20) yields the estimate claimed where k1 depends only
on Cn and v. •

6.1.3 Discretization
Let P be a locally quasi-uniform partition of the domain n. Suppose that each
element K is the image of an appropriate reference element K under the usual
type of transformation FK. The basis functions on the element K are of the form

(6.21)

and
(6.22)

where px E:IN and PM E:z;t and n=>, ]P' are appropriate polynomial spaces on the
reference element. The global finite element subspaces X and M are constructed
in the usual manner so that the inclusion X x Iv1 c V x W holds. The finite
element approximation to (6.4) is then:

Find (ux,Px) E X x Jvf such that for all (vx, q) E X x M

B(ux, vx) + b(vx,px) + b(ux,q) = F(vx) (6.23)



6.1. STOKESAND OSEEN'S EQUATIONS 113

A few remarks concerning the construction of the finite element subspace X x M
are in order. It will have been noted that there was no requirement for a discrete
inf-sup condition to hold. The stability of the discretization scheme does not
affect the a posteriori error analysis since only stability of the underlying contin-
uous problem is used. Of course, the indiscriminate use of unstable discretizations
is not recommended.

6.1.4 A Posteriori Error Analysis

The argument closely parallels the discussion of the element residual method
with equilibration from Chapter 5 with which we assume the reader is familiar.
Throughout we shall use the same notations and conventions.

Mesh Dependent F'orms and Spaces

The local velocity space on each subdomain I< E P is

VK = {v E Hl(I<) x Jj1(I<): v = 0 on annaI<}

and the local pressure space is

(6.24)

(6.25)

The bilinear forms B K :V K X V K -+ IR. and bJ( : V J( X W K -+ lR are defined as
follows:

bK(v, q) = - r q divv dxJK
and

BK(v, w) = lK {l/\7v : \7w + w· (U . \7) v} dx.

Similarly, FK : V K -+ IR. is defined by

FK (v) = r f· v dx
JJ(

Hence for v, w E V and q E W

b(v, q) = L bJ((vJ(, q[()
KEP

B(v, w) = L BK(v/(, WK)
KEP

and
F(v) = :L FK(vJ().

[(EP

(6.26)

(6.27)

(6.28)

(6.29)

(6.30)

(6.31)
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The broken space V(P) x lV(P) is defined- by

CHAPTER 6. APPLICATIONS

V(P) x W(P)
= {(v, q) E [L2(n)]3 : (v, q)lJ( E Vg x H'g VK E p}. (6.32)

Examining the previous notations reveals that ltV(P) = W. As before, we con-
sider the space of continuous linear functionals T on V(P) x W(P) that vanish
on the subspace V x liF. Let IH(div, n) be the space

1H(div, n) = {A E L2(0)2X2 : div A E L2(nf} (6.33)

equipped with norm

(6.34)

The following result generalizes Theorem 5.1:

Theorem 6.2 A continuous linear .functional T on the space V(P) x W(P) van-
ishes on the subspace V x ltV if and only if there exists A E IH(div , n) such
that

T [(v, q)] = L 1 ilJ(' A .v g ds
gEP JaJ(

where nK denotes the unit outward normal on the boundary of K.

Proof. Essentially identical with the proof of Theorem 5.1.

(6.35)

•
Thanks to this result we may refer to the functional T as belonging to the space
lH(div,n).

Error Analysis

Let (ux,Px) E X x M be the finite element approximation to (u,p) E V x W.
In view of the inclusion X x MeV X W, the discretization error (e, E)

e = u - ux; E = p - px

belongs to the space V x ltV. Define a pair (¢, 'Ij;) E V x W such that:

a(¢, v) + c('lj;,q) = B(e, v) + b(v, E) + b(e, q)

(6.36)

(6.37)

for all (v, q) E V x W. Theorem 6.1 reveals that the norm of the discretization
error is given by

111(e, E)1I12 = 1I<tJ1I: + 11'lj;1I~· (6.38)

The problem is therefore to estimate 11<tJlla and 1I'lj;llc numerically. As before, we
reduce the single global problem (6.37) into a sequence of independent problems
posed locally over each element.
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Inter-Element Boundary Flux

The stress tensor p(v, q) is defined by

) av; _
Pij(V, q = //-a - - qOij

Xj
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(6.39)

where 6ij is the Kronecker symbol. The interelelllellt fluxes played a vital role in
Chapter 5. The normal flux on the boundary of element J( is given by (nK )ijPj.
Let aK be as defined in (5.24) and gl' : 'Y ~ lR? be smooth functions on the edges
'Y on the interior of the domain. The approximat.ion to the flux on the boundary
of element K is given by gJ( where

(6.40)

As before the notation [.] will be used to denote differences in quantities across
element boundaries as before. The following identity valid for v E V(P) is
analogous to equation (5.31):

Localization

:z= i gJ(' vds = :z= j gl" [v] ds.
KEP aK l'E8P "

(6.41)

The next step is to decompose the global problem (6.37) into local problems
posed over the elements. Firstly, the unknowns (u,p) in (6.37) are replaced by
appealing to (6.4):

a(¢, w) + c('IjJ,q) B(e, w) + b(w, E) + b(e, q)
L {FK(W) - BJ((ux, w) - bg(w,px) - bK(ux, WJ42)

KEP

R[(w, q)] =

The global space V x W is decomposed into functions that are smooth on each
of the elements but not necessarily continuous between elements. The functional
given by (6.42) is then extended to the broken space V(P) x W(P). For any
(w, q) E V(P) x W(P) define the linear functional n: V(P) X W(P) -+ lR by:

L {FK(w) - BK(ux, w) - bg(w,px) - bK(ux, q) + 1 gK' wKds}
KEP JaK

L 1gl' . [w] ds (6.43)
"'(Eap "'(

so that whenever (w, q) E V x W

R[(w,q)] = a(¢,w) +c('l/;,q) (6.44)
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Lemma 6.3 Under the above notations and conventions, there exists µ. E IH(div , n)
such that for all (w, q) E V(P) x TV(P)

µ. [(w, q)] = L 1g,. . [w] ds. (6.45)
,.E8P ,.

Proof. The right hand side of equation (6.45) vanishes on V x W. The result
then follows immediately from Theorem 6.2. •

Applying Lemma 6.3 yields:

n [(w, q)] = L {F[{(w) - B[{(ux, w)- b[((w, px) - bf((ux, q) +i gK' WK dS}
KEP 8K

- µ. [(w, q)] (6.46)

for all (w,q) E V(P) x TV(P).

Variational Analysis

Introduce the Lagrangian functional L : V(P) X Hf(P) x li-I(div, n) --t lR given
by

1
L [(w, q), µ] = - {a(w, w) + c(q, q)} - n [(w, q)] - µ [(w, q)] (6.47)

2
so that

sup 1: [(w, q), µ] = { ~{a(w, w) + c(q, q)} - n [(w, q)]
µElH(div ,n) +00

if (w, q) E V x W
otherwise.

(6.48)

>

and analogously to (5.39),

1 1
2" {a(w, w) + c(q, q)} - n [(w, q)] ~ -2"III(e, E)IW (6.49)

for any (w, q) E V x W. Therefore,

-~III(e,E)IW
inf sup 1: [(w, q), µ]

(W,q)EV(P)xW(P) µElH(div ,n)

sup inf 1: [(w, q), µ]
µElH(div ,n) (W,q)EV(P)xW(P)

inf L [(w; q), µ.]
(W,q)EV(P)xW(P)

L inf { ~ a(W f(, W J{) - Ff( (w) + B [( (ux, w) + bK (w, px)
KEPWKEV K 2

_1 g[(' wJ{ds - ~ Iidivuxll2 K} (6.50)
~[( 2 ~
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where the infimum over the space W(P) has been co'mputed explicitly. As usual,
the order of the inf-sup may be changed since a saddle point is obtained when
the multiplier µ is the true interelement flux. This choice is a valid multiplier as
can be seen by applying Theorem 6.2. Summarising, we have shown:

Theorem 6.4 Let JK : V J( -+ IR be the quadratic functional

Then,

111(e,E)IW~ L {-2 inf JI\"(WJ\)+lldivuxll~,J(}'
KEP WJ(E VI,

6.1.5 Analysis of Local Error Residual Problems
The analysis has led to problems on each subdomain of the form

(6.51)

(6.52)

(6.53)

Suppose for a moment that a minimum exists, then the minimizing element is
characterized by finding ¢K E V K such that

a(¢K'v) = FK(V) - BK(ux, v) - bK(v,px) + 1 gK' vds \Iv E VK. (6.54)laJ(
This problem decouples into a pair of Poisson type problem with Neumann data.
The result of the foregoing analysis has been that one can obtain a local a poste-
riori error estimator for the Stokes problem by solving auxiliary Neumann type
problems for the residual in the momentum equations. The contribution from
the incompressibility constraint may be calculated explicitly. This has a consid-
erable impact in the computation of the error estimator since one need not solve
a local Stokes type problem as, for example, is the case with [23] and [58]. The
approach suggested above could be used in the context of those papers, yielding
significantly simpler local problems.

The necessary and sufficient conditions for the existence of a minimum are
that the data satisfy the following compatibility or equilibmtioncondition:

for all 8 E Ker[a, V K] where

Ker[a, VK] = {8 E VK : aJ((w, e) = 0 \lw E V K}'

(6.55)

(6.56)
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If the subdomain K lies on the boundary an then the local problem (6.54) will
be subject to a homogeneous Dirichlet condition on a portion of their boundaries
and thus will be automatically well posed. However, elements away [rom the
boundary are subject to pure Neumann conditions and the null space will consist
of the rigid body motions

(6.57)

where

(6.58)

The equilibration theory and procedures described in Chapter 5 can be applied to
each of the equations in the system (6.55) in turn, giving boundary data satisfying
condition (6.55). It is worth noting that there is only an equilibration requirement
for the momentum equations and not for the incompressibility constraint.

In summary, the numerical procedure is to first calculate equilibrated bound-
ary data that ensures the local problems (6.54) are well posed. These problems
are then solved numerically using the approximate subspaces discussed in Chap-
ter 5 giving an approximate solution ¢g. The process then yields an a posteriori
error estimate fJK on the subdomain J{

{
2 . 2 }1/2

fJJ( = II¢Klla,J( + IIdlvuxllC,J( (6.59)

A global error estimate may be obtained by summing the local estimates. Theo-
rem 6.4 guarantees that the estimate bounds the true error III(e, E) III from above,
provided that the local approximate subspa~e provides sufficient resolution.

6.1.6 Summary and Conclusions

An important point of the analysis is that one does not have to solve a local
Stokes problem, it is sufficient to solve a pair of independent local Poisson prob-
lems. This means that one is solving a system of two equations (since the residual
corresponding to the incompressibility condition can be treated directly) rather
than the system of three coupled equations needed for other techniques. Impor-
tantly, when one comes to construct the basis functions used in approximating
the local problems, there is no issue of stability (inf-sup) conditions. These con-
ditions can be quite problematic if one is trying to solve a local Stokes problem
using an appropriate space, requiring a careful stability analysis [23]. This issue
does not arise with the approach presented here. These features make the com-
putation of the estimators less expensive, and more easily applicable to general
finite element schemes for Stokes' t.ype problems.

Although the analysis suggests that the boundary data for the local residual
type problems should be chosen to satisfy an equilibration condition, the above
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comments are equally valid whether one is equilibrating the boundary fluxes or
not. Of course, one loses the upper bound property if the equilibration condition
is not satisfied, but this may not be of primary importance in some applications.

One can question the usefulness of an upper bound in the unorthodox energy
norm 111·111 albeit equivalent with the HI type norms. The analysis could be
used to obtain an estimator in Hl norm. The energy of the actual solution can
be estimated in the same 111,111, being computed at the same time as the error
estimator by modifying the right hand sides used in the error estimation process
(after omitting the terms Bg(ux, v) and b(v, px) in equation (6.54)). The process
yields a sufficiently good estimate for practical purposes and may be used to scale
the error estimator giving an estimate of relative error. It is therefore possible
to perform rigorous and quantitative error control for Stokes' and Oseen type
problems.

Summarizing, it has been shown that the equilibration principle carries over
from the scalar case along with the basic steps in the analysis. In addition,
the procedure for the treatment of side conditions, such as the incompressibility
constraints, has been outlined.

6.2 Incompressible Navier Stokes Equations

Following ODEN ET AL [51] the analysis for the Stokes and Oseen problem will
be extended to the incompressible Navier Stokes equations with small data. Let
D : V x V x V -+ lR. be the trilinear form

D(u, v, w) = Inu· \1v· wdx. (6.60)

The form D is continuous in the sense that there exists a constant C B such that

(6.61)

We shall assume that CD is the best possible constant such that (6.61) holds.
The incompressible Navier Stokes problem is to

Find (u,p) E V x W such that for all (v, q) E V x W

a(u, v) + b(v,p) + D(u, u, v) + b(u, q) = F(v) (6.62)

(6.63)

where F : V -+ lR. is the linear functional

F(v) = in f· v dx.

The problem (6.63) is known [38] to possess a unique solution whenever the data
is sufficiently small. In particular, if

\lvEV (6.64)
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(6.65)

for some fixed number () E [0, 1) then there- is a unique solution u E V satisfying
1/

lullf1(fl) :::; f} CD.

The finite element approximation to (6.62) is then:
Find (ux,Px) E X x.M such that for all (vx,q) E X x M

a(ux, v) + b(v,]Jx) + D(ux, ux, v) + b(ux, q) = F(v). (6.66)

The finite element subspaces X and Jv! are constructed as described previously.
It will be assumed that the finit.e element approximation Ux converges to the
velocity u as the partition is refined.

6.2.1 A Posteriori Error Analysis

The basic idea behind the extension of the analysis for the Stokes and Oseen type
problem to the Navier Stokes equations was suggested by Wu [60]. Let (e, E) be
the error in the finite clement approximation and define a pair (¢, 1/;) E V x ltV
to be the Ritz projection of the modified residuals

a(¢, v) + c(1/;,q) = a(e, v) + b(v, E) + b(e, q) + o(u, ux, v) (6.67)

for all (v, q) E V x W, where

o(u, Ux, v) = D(u, u, v) - D(ux, ux, v). (6.68)

The data on the right hand side of (6.67) defines a continuous linear functional
and so the pair (¢,1/;) exists and is unique so that we may define

III(e, E)III = {II¢II~+ IIqlln1/2. (6.69)

The idea echoes the basic step (6.13) used before. However, there is a significant
difference: before the pair (e, E) was arbitrary but now it is essential that (e, E)
be the error in the finite element approximation. Furthermore, owing to the
presence of the non-linear term 0(',·,·) one cannot directly apply Theorem 6.1.
However, suppose for a moment that

(6.70)

for non-negative quantities kl and k2. Let ¢K E V K be such that

a(¢K, v) = FK(v)-aK(uX, v)-b[{(v,px )-DK(UX' ux, v)+ 1 gK·vds (6.71)JaK

for all v E V K where the boundary data has been chosen so that the equilibration
condition

o = FK ( ()) - B K (Ux, ()) - bJ( ( () ; p x) - D J{ ( ux, ux, ()) + 1 gK' ()ds (6.72)JaK
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is satisfied for all 8 E Ker[a, V/(]. The local a postel'iori error estimate on element
K is taken to be

{
2 . 2} 1/2

'TJ[( = 1I¢J(lIa,J( + IldlV uXllc,l{ .

An argument identical to the linear case reveals that

III(e, E)IW ~ L 'TJ7< = 'TJ2.
J(EP

(6.73)

(6.74)

Consequently, thanks to the equivalence (6.70), 1] provides an error estimator for
the incompressible Navier Stokes problem with small data. It remains to prove
the equivalence (6.70).

Proof. First, we obtain bounds for the form b(·,·, .). Suppose v E V then

o(u, ux, v) = D(u, u, v) - D(ux, ux, v)
D(u, e, v) + D(e, ux, v)

< CD {luIH1(O) leIH1(O) jvllf1(o) + leIH1(O) luxIHl(O) IvIH1(O)}

< CD {2IuIHl(O) le!l{l(O) jvIH1(O) + leI7f1(O)IvIH1(O)}

< CD {2() ;D leIH1(O)IvIH1(O) + leI711(O)IVIH1(O)}

{2() + C: leIH1(O)} lIelia IIvlia (6.75)

where (6.61) and (6.65) have been used. If v = e then a sharper bound may be
obtained by first noting [38][Equation 6,Page 285]

D(u,e,e) = 0

and then following similar steps to before giving

{CD } 2o(u, ux, e)::; () + --;;-leIH1(O) lIelia.

Left Hand Inequality. Using (6.9), (6.67) and (6.75) gives

1I¢lIa :s; v-1
/
21IEllc + { + ~D le1lf1(O)} lIella.

Using (6.9) and (6.67) gives ~~ CV ~ \

11?j;llc::; v-1
/
21Iella

and hence
kl {I + O(leIH1(O)} 111(e,E)IW :S Ilell~ + IIEII~

where kl depends on CD and 1/.

(6.76)

(6.77)

(6.78)

(6.79)

(6.80)
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Right Hand Inequality. Using (6.10), (6.67) and (6.75) gives

Ib(v, q)1::; ~~eTIIvlla
1

::; sup -II II la(4), v) - a(e, v) - b(u, ux, v)1
VEV V a

< 114>11"+ Ilelia { 3 + C: leIU1(0)} . (6.81)

Equally well, using (6.9), (G.67) and (6.77) gives

Ilell~ = a(4), e) - b(c, E) - o(u, ux, e)
-- a(4), e) -cC~;:E) -o(u,ux,e)

{CD } 2< 114>lla Ilelia + 11~llc IjEllc + e + --;;-le!IJl(O) lIella·

Since ieIHl(O) -i- l Ne may choose ( > 0 sufficiently small that

(2 CD 1 I Ie + - + - e HI (0) = e < 1.2 1I

Hence, from (6.82) and (6.81) we obtain

Hence, for lelH1(O) sufficiently small

(6.82)

(6.83)

(6.84)

and using (6.77) gives

111j;11~~ C(ab, lI, CD: leIH1(0) ,e) {114>11~ + 111j;11~} (6.86)

and the result follows. •
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6.3 Variational Inequalities
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A class of variational inequalities describing the flow of an ideal fluid through an
unsaturated porous medium [43] will be considered. The strong form or linear
complementarity problem governing this situation is to find u such that on the
domain n there holds

-~u 2: J; u 2: 'l/J; (~u + j) (u - 'l/J) == 0 (6.87)

subject to Dirichlet conditions on the boundary an. Evidently, the chief feature is
the presence of thc incquality conditions. Previously, error estimators have been
obtained by solving local problems analogous to the original global problem.
The type of local problem for the error estimator that might be dcrived from
the systcm (6.87) is unclear. Naturally, one may cxpect to obtain the same
type of complementarity condition as (6.87) on the interior of the elements but
appropriate boundary conditions to impose on the boundaries of the elements is
not obvious. However, by following the basic idea used in Chapter 5 the t::orrect
formulations of the local problems will emerge. The approach is based on [9].

6.3.1 Model Problem

Let n c lR? be an open bounded domain with smooth boundary an. For suffi-
ciently smooth data J, 'l/J and Uo consider the variational inequality:

Find u E K such that

B(u, v - u) 2: F(v - u) \Iv E K (6.88)

where K is the convex set

K. = {v E H1(n) : v 2: 'l/J on n and v = Uo on an} (6.89)

and B : K x K -+ TIland F : K -+ TIlare the usual bilinear and linear forms

B(u,v) = k Vu· Vvdx; F(v) = k Jvdx. (6.90)

Let P be a regular partition of n, X be a finite element space on the partition
and let Kx = K nX. The discretised version of (6.88) is:

Find Ux E Kx such that

B(ux, Vx - ux) 2: F(vx - ux) \lvx E lCx. (6.91)

It is known [43] that if 'l/J, J and Uo are sufficiently smooth and 'l/J ::; Uo on an
then there exists a unique solution of both the continuous and discrete problems
(6.88) and (6.91).



124 CHAPTER 6. APPLICATIONS

6.3.2 A Posteriori Error Analysis

Let W denote the convex set

W = {'/1: : 'W = V - ux, for some v E JC} (6.92)

or equally well

W= {w E H1(n): w+ux ~ 1/J in nand w+ux = 0 on an}. (6.93)

i,From the variational inequality (6.88) it follows that the error e is characterised
as the solution of the problem:

Find e E W such that

B(e, w - e) ~ F(w - e) - B(ux, w - e) \lw E W. (6.94)

The existence of a unique solution of (6.94) follows immediately from the existence
and uniqueness of the solution u of the original problem (6.88). The relation
(6.94) is the analogue of the residual equation from which error estimators were
obtained for linear problems. An alternative form equivalent to (6.94) is:

Find e E W such that

J(e) ::; J(w) \lw E W

where
1

J(w) = 2B(w, w) - F(w) + B(ux, w).

Now, since JCx c JC, there follows from (6.88)

IIIelW = B(e, e)
B(u, e) - B(ux, e)

< F(e) - B(ux, e)
1

-J(e) + -IIIeIW
2

and hence from (6.95) we obtain

1
inf J(w) = J(e) ::; --211IeIW.

wEW

6.3.3 Localization

(6.95)

(6.96)

(6.97)

(6.98)

The notations and conventions used in Chapter 5 will be used. In addition, the
space W(P) is defined by

W(P) = {w E Hl(P) : w + Ux ~ 1/J in nand w + Ux = 0 on an}. (6.99)

The estimate (6.98) is analogous to the basic result (5.23) used in Chapter 5 to
derive the a posteriori error estimates. The steps leading from (5.23) to Theo-
rem 5.3 may be repeated giving:
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Theorem 6.5 Let JK : WI( -7 IR be the quadratic junctional

JK(W) = ~BK(W,W) - FK(W) + B,,(ux,w) - 1 ggwds.
2 JaJ(

Then
Illell12

::; -2 inf L Jg(w).
wEW(P) f(EP
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(6.100)

(6.101)

As anticipated, Theorem 6.5 shows that in order to obtain a bound on the dis-
cretisation error one need only construct elements of the space W(P). The set
W(P) does not impose any interelement restrictions OIl the choice. Consequently,
the statement (6.101) reduces to a series of local problems of the form:

Find 4> K E WK such that

(6.102)

where, with a sEght abuse of notation, we define

WK = {WK E Hl(K) : WI( + Ux 2: 'ljJ on J{ and Wf( + Ux = 0 on 8K n8n} .
(6.103)

The main advantage associated with dealing with local problems is that the com-
putational cost is negligible in comparison with the expense entailed in obtaining
Ux. This contrasts with the related ideas presented in [39] where it is necessary
to solve a problem of comparable complexity to (6.91) to obtain an a posteriori
error estimate.

6.3.4 Analysis of Local Problems
Consider the local problem (6.102) on an element J{ in the interior of the domain
fl. The strong form of the problem consists of a linear complementarity condition
on the interior of the element

supplemented with a linear complementarity condition on the boundary 8K

8¢ 8ux (84) 8ux)an >gK- an; 4>2:'ljJ-ux; on 2:gK- on (4)-'ljJ+ux)=OonoK.

(6.105)
Therefore, we conclude that the appropriate local error residual problem to be
solved for the error consists of the weak form of the problem specified by condi-
tions (6.104) and (6.105).

The local problem (6.102) is automatically well posed if the element K lies
on the boundary of the domain n. However, if the element lies on the interior
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of the domain, then it is subject the linear complementarity conditions (6.105)
on the whole of the boundary 8I( and it may be that the problem possesses no
solution. A routine application of arguments found in [39] shows that the local
problem has a unique solution if and only if the condition

(6.106)

is satisfied. If the inequality is !lot strict then the solution is unique up to the
addition of a positive constant.

The condition (6.106) plays the role of the equilibration condition in Chapter 5
and provides a criterion for select.ing the boundary data gK. The discussion in
Section 5.4 may be extended to t.he case of an inequality equilibration condition
and used to deduce that it, is indeed possible to construct boundary data so that
condition (6.106) is satisfied.

The approximate solution of the local variational problems (6.102) is com-
plicated by the unilateral condition in the definition (6.103). In particular, one
cannot easily use a p-version finite element method to approximate the local
problem. An alternative is to subdivide the element J{ into a small number of
subelements and compute a local h-version finite element approximation of the
local problem. Numerical examples based on this method will be found in [9].
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(a) Scheme for new estimator.
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K

(b) Scheme for Kelly et aI. estimator.

Figure 2.2: Construction of recovered gradient at vertex of element K. The value
at • is a linear combination of the values at 0 using the weights indicated.



Mesh Size True Error Kelly Est. Effectivity Recovery Est. Effectivity
I/h IIlelil 1] 7j/lileill 1] 1] IlIlelll
2 2.92060(-1) 2.08417( -1) 0.7136 2.94746(-1) 1.0092
4 1.39574(-1) 1.31975(-1) 0.9456 1.52488(-1) 1.0925
8 6.89620( -2) 6.77710(-2) 0.9827 7.16257(-2) 1.0386
16 3.43783(-2) 3.41993(-2) 0.9948 3-48398(-2) 1.0134
32 1.71763(-3) 1.71518(-3) 0.9986 1.72432(-2) 1.0039

Table 2.1: Comparison of Kelly estimator with recovery based estimator for Pois-
son problem with true solution u(x,y) = x(l- x)sin7rY.



(a) Degree p=l.

(c) Degree p=2
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(b) Degree p=l.
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(d) Degree p=2.

Figure 2.3: Sampling set Z(m) for patch recovery technique.
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Figure 4.1: Notation for parallelogram element.



Degree True Error Square of Error Estimator
p Illelll} Full Uniform Legendre Lobatto

1 !h4 !h4 !h4 !h4 !h4
3 3 3 3 3

2 ~h6 ~h6 ~h6 0 ~h6
20 10 20 20

3 1 h8 1 h8 3565126227h8 1 h8 1 h8
175 175 640000375000 250 175

4 1 hlO 2-hlO 64 hlO 0 1 hlO
1764 882 132741 1764

Table 4-.1: Performance of error estimators on uniform mesh.
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Figure 5.1: Patch Dn associated with interior vertex Xn-



Figure 5.2: Patch nn associated with boundary vertex Xn·
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Figure 5.3: An irregular partition created by local refiner
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Figure 5.4: Notations for equilibration problem on patch nn.



(a) 1HREE MORE BY ROTATION.

N

(b) INTERIOR.

NOS

o
-1 -1 X

Figure 5.5: Typical basis functions in the space fj(2).
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Figure 5.6: Typical basis functions in the space fj(3).
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Figure 5.7: Typical basis functions in the space fj(4).



Degree 1
p µ J1- µ2
2 0.6741 1.359
3 0.8898 2.191
4 0.9229 2.595
5 0.9387 2.901
6 0.9539 3.333
7 0.9559 3.406
8 0.9636 3.740
9 0_9662 3.878
10 0.9705 4.149

Table 5.1: Values of Strengthened Cauchy Schwarz constant µ for
Oden et al. basis functions.
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K
(a) Finite element approximation u

e

(b) Gradient of u

e

(c) Recovered gradient G-(u}.

Figure 2.1: Construction of recovery operator Gx
approximation in one dimension.

G from piecewise linear
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